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#### Abstract

We extend the planar results of Chang et al. [5] to higher dimensions, and show that given a set $A$ of $2 n$ points in $d$-space it is possible to compute a Euclidean bottleneck matching of $A$ in roughly $O\left(n^{1.5}\right)$ time, for $d \leq 6$, and in subquadratic time, for any constant $d>6$. If the underlying norm is $L_{\infty}$, then it is possible to compute a bottleneck matching of $A$ in $O\left(n^{1.5} \log ^{0.5} n\right)$ time, for any constant $d \geq 2$.


## 1 Introduction

Let $G=(V, E)$ be a graph. A matching $M$ in $G$ is a subset of $E$ such that each $v \in V$ is adjacent to at most one edge of $M . M$ is maximum if $|M| \geq\left|M^{\prime}\right|$, for any other matching $M^{\prime}$ in $G . M$ is perfect if each $v \in V$ belongs to an edge of $M$. (Obviously, if a perfect matching exists then $|V|$ is even.) The problem of computing a perfect matching in $G$ has been studied extensively. The best known solution is due to Micali and Vazirani [13]; it computes a perfect matching in $G$ in time $O(|E| \sqrt{|V|})$. (See also [9].)

When weights are associated with the edges of $G$, it is often desirable to compute a perfect matching that is optimal with respect to some criterion. A minimum weight matching minimizes the sum of the weights of the edges of the matching, a bottleneck matching minimizes the maximum weight of an edge of the matching, a most uniform matching minimizes the difference

[^0]between the maximum weight and the minimum weight, and a minimum deviation matching minimizes the difference between the average weight and the minimum weight (alternatively, minimizes the difference between the maximum weight and the average weight). Much work has been done on the problems of finding efficient algorithms for computing these matchings; see e.g. $[7,8,10,11,12]$.

The Euclidean versions of these problems have also been studied. They are special important cases of these problems that admit more efficient solutions that exploit Geometry. In the Euclidean versions, the set of vertices $V$ is a set of points in $\mathbb{R}^{d}$, and $G$ is the complete graph over $V$. The weight associated with an edge ( $a, b$ ) is the Euclidean distance between $a$ and $b$. See $[2,5,6,14,16]$ for a sample of results concerning Euclidean matching.

In this paper we consider the Euclidean version of the bottleneck matching problem. Let $A$ be a set of $2 n$ points in $\mathbb{R}^{d}$, and let $G$ be the complete graph over $A$. The weight of an edge ( $a, b$ ) is simply the Euclidean distance between $a$ and $b$, and we assume that all weights are distinct. We wish to compute a perfect matching $M$ in $G$ such that the weight of the 'heaviest' edge in $M$ is minimal, that is, the maximum distance between a matched pair of points is minimal. The best known algorithm for computing a bottleneck matching in a general graph is due to Gabow and Tarjan [7]; it runs in time $O(m \sqrt{n \log n})$, where $n$ is the number of vertices and $m$ is the number of edges. Chang et al. [5] have shown for $d=2$ that a subgraph of $G$ of size $O(n)$, called the 17 relative neighborhood graph of $A$ and denoted 17RNG(A) (see definition in Section 2), already contains a bottleneck matching of $G$. Thus, by applying the algorithm of Gabow and Tarjan to $17 \mathrm{RNG}(A)$, a bottleneck matching in the plane can be computed in $O\left(n^{1.5} \log ^{0.5} n\right)$ time, after computing $17 R N G(A)$, which can be done within the same time bound. See also [14].

We extend the elegant planar results of Chang et al. [5] to higher dimensions, and show that for any fixed dimension $d$ there exists a constant $k=k(d)$ such that $k \operatorname{RNG}(A)$ contains a bottleneck matching of $A$. Since the size of $k \operatorname{RNG}(A)$ is linear in $n$ in any dimension, and since $k \operatorname{RNG}(A)$ (or related linear-size supergraphs of it) can be computed efficiently, we obtain subquadratic algorithms for computing a bottleneck matching in any fixed dimension. In particular, for $d \leq 6$ a bottleneck matching of $A$ can be computed in roughly $O\left(n^{1.5}\right)$ time. Moreover, if the underlying norm is $L_{\infty}$, then for any fixed dimension a bottleneck matching of $A$ can be computed in time $O\left(n^{1.5} \log ^{0.5} n\right)$.

## 2 Bottleneck Matching in Higher Dimensions

Let $A$ be a set of $2 n$ points in $\mathbb{R}^{d}, d \geq 3$. We show how to compute a bottleneck matching $M^{*}$ in the (complete) Euclidean graph over $A$. We assume that the $\binom{n}{2}$ distances between pairs of points in $A$ are distinct. Let $B_{r}(p)$ denote the ball of radius $r$ centered at point $p$. For two points $p, q \in \mathbb{R}^{d}$, let lune $(p, q)$ denote the region $B_{|p-q|}(p) \cap B_{|p-q|}(q)$, where $|p-q|$ is the distance between $p$ and $q$. The $k$ relative neighborhood graph of $A$, denoted $k \operatorname{RNG}(A)$, is a graph $G(A, E)$, whose nodes are the points of $A$, and for $p, q \in A$, the edge ( $p, q$ ) is in the set of edges $E$ if and only if the number of points of $A$ other than $p$ and $q$ that lie in lune $(p, q)$ is less than $k$. In the plane, Chang et al. [5] have proven that $17 \operatorname{RNG}(A)$ contains a bottleneck matching. Thus, in order to compute $M^{*}$ in this case, it is enough to consider 17RNG $(A)$ whose size is only $O(n)$. We then apply to it the general $O(m \sqrt{n \log n})$-algorithm of Gabow and Tarjan [7]. Chang et al. compute the 17 RNG in time $O\left(n^{2}\right)$, but it can be computed in time $O(n$ polylog $n)$. Su and Chang [14] describe how to construct in $O(n \log n)$ time another linear-size graph, called the 17 -Gabriel graph, that contains the 17 RNG. Thus in both cases $M^{*}$ can be computed in total time $O\left(n^{1.5} \log ^{0.5} n\right)$.

We show below that for any fixed dimension $d$, there exists a constant $k=k(d)$ such that $k \operatorname{RNG}(A)$ contains a bottleneck matching. Since the size of a $k$ RNG (for constant $k$ ) remains linear also in higher dimensions (assuming the distances between pairs of points are distinct ${ }^{1}$ ), and since it can be computed in subquadratic time, $M^{*}$ can also be computed in subquadratic time even in higher dimensions. We also show that if the underlying norm is $L_{\infty}$, then $M^{*}$ can be computed in time $O\left(n^{1.5} \log ^{0.5} n\right)$ in any fixed dimension.

We will need the following definition. A perfect matching $M_{1}$ is lexicographically smaller than another perfect matching $M_{2}$, if $v_{M_{1}}$ is lexicographically smaller that $v_{M_{2}}$, where $v_{M}$ is the decreasing sequence consisting of the distances corresponding to the edges of the matching $M$.

In order to prove that $17 \mathrm{RNG}(A)$ contains an optimal matching, Chang et al. [5] show how to transform an arbitrary bottleneck matching $M_{1}^{*}$ to a bottleneck matching $M_{2}^{*}$ that is contained in $17 \mathrm{RNG}(A)$, by repeatedly applying one of four basic transformations to the current matching (initially $M_{1}^{*}$ ). An application of a basic transformation rematches the points adjacent to two or three edges of the current matching, so that the resulting matching

[^1]is still optimal but is lexicographically smaller. After a finite sequence of basic transformations, a matching that is contained in $17 \mathrm{RNG}(A)$ is obtained. The proof of Chang et al. [5] holds also in higher dimensions (where 17 is replaced by an appropriate constant $k(d)$ ), provided that Lemma 2.1 below, which is proven in [5] for $d=2$, remains correct for higher dimensions. Next we show that this is indeed the case.

Let $M$ be a bottleneck matching. We may assume that none of the edges $(u, v)$ of $M$ is contained in the lune of another edge $(p, q)$ of $M$. Otherwise, we could replace these two edges of $M$ by the edges $(p, u)$ and $(q, v)$, and obtain a lexicographically smaller bottleneck matching, since $\max \{|p-q|,|u-v|\}>\max \{|p-u|,|q-v|\}$. Thus, after a finite number of such transformations we will end up with a bottleneck matching that satisfies this assumption. Let $(p, q)$ be an edge of $M$, and let $S$ be the subset of $A$ consisting of the points that are matched with points lying in the interior of lune $(p, q)$. According to our assumption $S \cap \operatorname{lune}(p, q)=\emptyset$. For a point $u \in S$, let $n_{u}$ be its nearest point on the boundary of lune $(p, q)$ and put $r=|p-q|$.

Lemma 2.1 If for every $u, v \in S$

$$
\begin{equation*}
|u-p|>r \quad \text { and } \quad|u-q|>r \tag{i}
\end{equation*}
$$

(ii) $|u-v|>r$, and
(iii) $|u-v|>\left|u-n_{u}\right|$ and $|u-v|>\left|v-n_{v}\right|$,
then $|S|$ is a constant depending only on the dimension d. More precisely,

$$
|S| \leq\left\lfloor\frac{11^{d}}{\omega_{d}}\right\rfloor+d 2^{d}(\lceil\sqrt{d-1}\rceil)^{d-1}
$$

where $\omega_{d}$ is the volume of a d-dimensional unit ball.
Proof: Assume $p$ and $q$ lie on the $x_{d^{-}}$axis at heights $r / 2$ and $-r / 2$, respectively, and let $O$ denote the origin. Let $C$ be the ( $d$-dimensional) axis-parallel cube whose center is $O$ and whose edge length is $9 r$. Using condition (ii) above, we can easily bound the number of points of $S$ that lie inside $C$; it is less than $\left\lfloor\frac{(11 r)^{d}}{\omega_{d} r^{d}}\right\rfloor=\left\lfloor\frac{11^{d}}{\omega_{d}}\right\rfloor$.

We now show that the number of points of $S$ that lie in $\mathbb{R}^{d}-C$ is also bounded by some constant depending on $d$. Divide each facet $f$ of $\partial C$ into a disjoint collection of $(d-1)$-dimensional cubes with edge length at most


Figure 1: In the plane the 'pyramids' are wedges
$\gamma$, where $\gamma=\gamma(d)$ is such that for any two points $a, b \in f$ that lie in the same cube, the angle $\angle a O b \leq 45$. Let $\mathcal{C}$ denote the collection of cubes that is obtained from this decomposition of $\partial C$. It is easy to see that if we divide $f$ so that its center point does not lie in the interior of a cube, then we may choose $\gamma=4.5 r / \sqrt{d-1}$ (since the shortest segment on $f$ that is contained in a single 'quadrant' of $f$ and rests on an angle of 45 degrees is of length $4.5 r$ ), and then $|\mathcal{C}| \leq 2 d(2\lceil\sqrt{d-1}\rceil)^{d-1}=d 2^{d}(\lceil\sqrt{d-1}\rceil)^{d-1}$. We partition $\mathbb{R}^{d}$ into a collection of $|\mathcal{C}|$ 'pyramids' by drawing all rays emanating from $O$ and passing through a point on the boundary of a cube in $\mathcal{C}$ (see Figure 1).

Let $P$ be such a pyramid. We now prove that the number of points of $S$ in $P-C$ is at most one. Assume there are two points $u, v$ of $S$ in $P-C$, where $|v-O| \geq|u-O|$. Put $|u|=|u-O|,|v|=|v-O|$, and $\theta=\angle u O v$. Notice that $\theta \leq 45$, since both segments $O u$ and $O v$ intersect $\partial C$ in the same cube of $\mathcal{C}$, i.e., in the cube defining $P$. Notice also that $|u|,|v| \geq 4.5 r$, since $u$ and $v$ do not lie inside $C$. According to the cosine theorem

$$
|u-v|^{2}=|u|^{2}+|v|^{2}-2|u||v| \cos \theta
$$

We show that the right side of the above equation is not greater than $\left|v-n_{v}\right|^{2}$, and therefore $|u-v| \leq\left|v-n_{v}\right|$ in contradiction with condition (iii) above. Indeed

$$
\begin{aligned}
& |u|^{2}+|v|^{2}-2|u||v| \cos \theta \\
\leq & |u|^{2}+|v|^{2}-\sqrt{2}|u||v| \\
\leq & |u||v|+|v|^{2}-\sqrt{2}|u||v|=|v|^{2}-(\sqrt{2}-1)|u||v| \\
\leq & |v|^{2}-4.5(\sqrt{2}-1) r|v|=|v|(|v|-4.5(\sqrt{2}-1) r)
\end{aligned}
$$

Notice that $|v| \leq\left|v-n_{v}\right|+\frac{\sqrt{3}}{2} r$, since the distance between a point on the boundary of lune $(p, q)$ and the origin is at most $\frac{\sqrt{3}}{2} r$. Therefore we may continue the sequence of inequalities by replacing $|v|$ by $\left|v-n_{v}\right|+\frac{\sqrt{3}}{2} r$ to obtain, after some rearrangements, the following expression

$$
\leq\left|v-n_{v}\right|^{2}+(\sqrt{3}-4.5(\sqrt{2}-1)) r\left|v-n_{v}\right|+(3 / 4-4.5(\sqrt{2}-1) \sqrt{3} / 2) r^{2}
$$

However, both the coefficient of $\left|v-n_{v}\right|$ and the free coefficient are negative, and thus the above expression is less than $\left|v-n_{v}\right|^{2}$. We conclude that the number of points of $S$ that lie in $\mathbb{R}^{d}-C$ is at most $|\mathcal{C}|$.

Combining the two cases (inside $C$ and in $\mathbb{R}^{d}-C$ ) we obtain

$$
|S| \leq\left\lfloor\frac{11^{d}}{\omega_{d}}\right\rfloor+d 2^{d}(\lceil\sqrt{d-1}\rceil)^{d-1}
$$

Using similar ideas it is easy to show that Lemma 2.1 is also true (with another constant depending on $d$ ) when the underlying norm is $L_{\infty}$.

Lemma 2.1 together with the remarks preceding it lead to the conclusion that there exists a constant $k=k(d)$ such that $k \operatorname{RNG}(A)$ contains a bottleneck matching, and this conclusion is also true when the underlying norm is $L_{\infty}$. Moreover, $k$ is equal to the largest possible value for the expression $|S|+1([5])$. However, if $k^{\prime}$ is a bound for $|S|+1$, then clearly $k^{\prime} \operatorname{RNG}(\mathrm{A})$ contains a bottleneck matching, since $k$ RNG(A) $\subseteq k^{\prime} \mathrm{RNG}(\mathrm{A})$. Our proof of Lemma 2.1 implies, for example, that in $\mathbb{R}^{3}$ a bottleneck matching is contained in 414RNG(A). (A slightly more careful calculation gives 358 instead of 414 , which is probably still far from the optimum.)
Computing a bottleneck matching. Instead of computing $k \operatorname{RNG}(A)$, we prefer to compute a graph $G=(A, E)$, such that $|E|=O(n)$, and $k \operatorname{RNG}(A) \subseteq G$. We first deal with the $L_{\infty}$ case. Let $u \in A$, and let $R^{+}$ denote the region of $\mathbb{R}^{d}$ consisting of all points $x$ such that all the components of the vector $x-u$ are non-negative (e.g., in the plane $R^{+}$is the north-eastern quadrant of $u$ ). The idea is to find the $k$ nearest neighbors of $u$ in $A \cap R^{+}$ (under the $L_{\infty}$ norm) and to connect each of them by an edge to $u$. This process is repeated for all $u \in A$, and for all the $2^{d}$ regions of $\mathbb{R}^{d}$ symmetric to $R^{+}$. In this way a graph $G$ of size $O(k n)$ is obtained, and it is easy to verify that $G$ contains $k \operatorname{RNG}(A)$. Indeed, if $(u, v)$ is an edge of $k \operatorname{RNG}(A)$, then the number of points in lune ( $\mathbf{u}, \mathrm{v}$ ) (see Figure 2) is less than $k$, and therefore $v$ is among the $k$ nearest neighbors of $u$ in the region of $u$ that contains $v$ (the north-eastern quadrant of $u$ in Figure 2), which implies that $(u, v)$ is an edge of $G$.

We compute $G$ as follows. Let $B$ be the smallest axis-parallel cube such that (i) its most-negative corner coincides with $u$, and (ii) the number of points of $A$ (other than $u$ ) lying in it is exactly $k$. In order to find the $k$ nearest neighbors of $u$ in $A \cap R^{+}$, we determine the edge length of $B$ and then perform a reporting query with $B$. The edge length $b$ of $B$ is equal to the difference between the $j^{\prime}$ th component of some point $x_{u}$ in $A \cap R^{+}$and the $j$ 'th component of $u$, where $1 \leq j \leq d$. Thus, for each dimension $j$, we perform a binary search for $b$ among the differences of the form $x . j-u . j$, where $\boldsymbol{x}$ is a point in $A \cap R^{+}$. For this, we use a standard $d$-dimensional


Figure 2: lune(u,v) under the $L_{\infty}$ norm
orthogonal range tree that allows us to determine the number of points lying in a query range (i.e., an axis-parallel box) in time $O\left(\log ^{d} n\right)$ and to report the $k$ points lying in $B$ in time $O\left(\log ^{d} n+k\right)$. The number of counting queries that we perform in order to determine $b$ is $O(\log n)$, and hence it is possible to compute $G$ in time $O\left(n \log ^{d+1} n\right)$. We now apply the algorithm of Gabow and Tarjan to the graph $G$ (that contains $k \operatorname{RNG}(A)$ ) to obtain a bottleneck matching of $A$ in time $O\left(n^{1.5} \log ^{0.5} n\right)$.

As to the $L_{2}$ case, Agarwal and Matoušek [3] show how to compute a $k$ RNG, where $k$ is some constant, in $O\left(n^{2(1-1 /(d+1))+\varepsilon}\right)$ time (assuming general position); see also [15]. ${ }^{2}$ They first construct a supergraph of the $k$ RNG which is also of linear size, so we may take this supergraph as input to the algorithm of Gabow and Tarjan. The construction time of this supergraph is only $O\left(n^{4 / 3} \log ^{2} n\right)$ for $d=3$, and $O\left(n^{2-2 /([d / 2\rceil+1)+\varepsilon}\right)$ for $d \geq 4$; $[1,3,4]$. Thus we can compute $M^{*}$ in $O\left(n^{1.5} \log ^{0.5} n\right)$ time for $2 \leq d \leq 4$, and $O\left(n^{2-2 /([d / 2\rceil+1)+c}\right)$ time for $d \geq 5$. Hence we have:

Theorem 2.2 Let A be a set of $2 n$ points in d-space. A bottleneck matching of $A$ can be computed in $O\left(n^{1.5} \log ^{0.5} n\right)$ time for $2 \leq d \leq 4$, in $O\left(n^{1.5+\varepsilon}\right)$ time for $5 \leq d \leq 6$, and in $O\left(n^{2-2 /([d / 2\rceil+1)+\varepsilon}\right)$ time for any fixed $d>$ 6. Under the $L_{\infty}$ norm, a bottleneck matching of $A$ can be computed in $O\left(n^{1.5} \log ^{0.5} n\right)$ time for any fixed $d \geq 2$.

Remark 2.3: The following observation is due to Pankaj Agarwal, it implies that finding a faster algorithm for computing a bottleneck matching

[^2]in $d$-space, for $d>6$, is probably a non-trivial problem. Assume that $A$ consists of the two subsets $A_{1}$ and $A_{2}$, where $\left|A_{1}\right|=\left|A_{2}\right|=n / 2$, and that $n / 2$ is odd. Assume furthermore that the diameter of $A_{1}$ and the diameter of $A_{2}$ are very small compared to the diameter of $A$. In this case, a bottleneck matching of $A$ must match the closest mixed pair $a_{1}, a_{2}$ where $a_{1} \in A_{1}$ and $a_{2} \in A_{2}$. But this is actually the famous bichromatic closest pair problem in $d$-space (see [4]), whose best known solution has the above bound.
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