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Abstract

Cost analysis of programs has been studied in the context of imperative and functional programming languages. For logic programs, the problem is complicated by the fact that programs may be nondeterministic and produce multiple solutions. A related problem is that because failure of execution is not an abnormal situation, it is possible to write programs where implicit failures have to be dealt with explicitly in order to get meaningful results. This paper addresses these problems and develops a method for (semi-)automatic analysis of the worst-case cost of a large class of logic programs. The primary contribution of this paper is the development of techniques to deal with nondeterminism and the generation of multiple solutions via backtracking. Applications include program transformation and synthesis, software engineering, and in parallelizing compilers.
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1 Introduction

Automatic cost analysis of programs has been widely studied in the context of functional languages. A major difference between logic programs and functional programs in this regard is that logic programs are nondeterministic in general, and may produce multiple solutions. A related problem is that because failure of execution is not an abnormal situation, it is possible to write programs where implicit failures have to be accounted for and dealt with explicitly if meaningful results are to be obtained. Because of such behavior, the details of low-level control flow are significantly more complex in logic programs, compared to programs in functional or imperative languages. Because of this, cost analysis for logic programs is considerably harder than for programs in more traditional languages. The primary contribution of this paper is to show how nondeterminism, and the generation of multiple solutions via backtracking, can be handled within a uniform framework for cost analysis. In particular, we show how properties of unification may be exploited in the treatment of comparison operators (\(=, \neq, >, \geq, <, \leq\)) to improve the analysis of nondeterministic predicates.

In principle, the cost of a procedure depends on some measure of the input size. Therefore, it is necessary to keep track of the sizes of arguments to procedures at each program point (procedure entry and exit). In addition, in order to handle nondeterministic procedures, knowledge about the number of solutions generated by each predicate is required. In this paper, size relationships between arguments and the number of solutions each predicate can generate are inferred using data dependency information.

Not unexpectedly, the size relationships between arguments, the number of solutions and the time complexity functions for recursive procedures are obtained in the form of difference equations. To get closed form expressions, these difference equations need to be solved. The automatic solution of general difference equations is a difficult problem, but there is a wide class of programs for which the difference equations can be solved automatically [5, 16, 31]. Our approach consists of the following steps:

1. Use data dependency information to compute the relative sizes of variable bindings at different program points. This size information can be used to determine the space requirements of variable bindings, which in turn can be used to compute the space complexity;
2. use the size information to compute the number of solutions generated by each procedure;
3. use the size and the number of solutions information to compute the time complexity.

Automatic cost analysis of programs has applications in many areas. In program transformation and automatic program synthesis, it can be used as a criterion to choose among several possible alternatives [6, 22, 27]. In software engineering, programmers can employ it to understand program behavior. In compilers for parallel systems, knowledge about the cost of different procedures can be used to guide the partitioning, allocation and scheduling of parallel processes to ensure that the gains from parallelism outweigh the overhead associated with the management of concurrent processes [9, 35]. Information about the number of solutions generated by different procedures can be used to improve the performance of deductive database programs, e.g., to plan the order in which subgoals are evaluated [10]. In addition, knowledge about the size relationships between arguments is important for reasoning about program termination [32, 38, 40].

The remainder of this paper is organized as follows: Section 2 introduces some preliminary notions on the subject. Section 3 presents the method for the inference of argument size relationships. Section
4 describes the analysis for estimating the number of solutions generated by each procedure. Section 5 shows the scheme for the composition of time complexity functions. Section 6 describes a mechanism for obtaining (approximate) solutions for difference equations. Section 7 shows the organization of a prototype implementation. Section 8 sketches a soundness proof of our method. Section 9 illustrates an application of automatic cost analysis: task granularity analysis for parallel logic programs. Finally, Section 10 discusses some related work, and Section 11 gives conclusions.

2 Preliminaries

Most logic programming languages are based on a subset of the first order predicate calculus known as Horn clause logic. Such a language has a countably infinite set of variables, and countable sets of function and predicate symbols, these sets being mutually disjoint. Without loss of generality, we assume that with each function symbol \( f \) and each predicate symbol \( p \) is associated a unique natural number \( n \), referred to as the \textit{arity} of the symbol; \( f \) and \( p \) are said to be \( n \)-ary symbols, and written \( f/n \) and \( p/n \) respectively. A 0-ary function symbol is referred to as a constant. A term in such a language is either a variable, or a constant, or a compound term \( f(t_1, \ldots, t_n) \) where \( f \) is an \( n \)-ary function symbol and the \( t_i \) are terms. A literal is either an atom \( p(t_1, \ldots, t_n) \), where \( p \) is an \( n \)-ary predicate symbol and \( t_1, \ldots, t_n \) are terms, or the negation of an atom; in the first case the literal is said to be positive, in the second case it is negative. A clause is the disjunction of a finite number of literals, and is said to be Horn if it has at most one positive literal. A Horn clause with exactly one positive literal is referred to as a \textit{definite clause}. The positive literal in a definite clause is its \textit{head}, and the remaining literals constitute its \textit{body}. A predicate definition consists of a finite number of definite clauses, all whose heads have the same predicate symbol; a goal is a set of negative literals. A logic program consists of a finite set of predicate definitions. We adhere to the syntax of Edinburgh Prolog and write a definite clause as

\[
p : - q_1, \ldots, q_n
\]

read declaratively as "\( p \) if \( q_1 \) and \( \ldots \) and \( q_n \)". Names of variables begin with upper case letters, while names of non-variable (i.e. function and predicate) symbols begin with lower case letters.

We assume that each argument position of a predicate is annotated as an \textit{input} or \textit{output} position, depending on whether or not it is bound to a term when that predicate is invoked.\footnote{The input/output character of argument positions can be inferred via dataflow analysis [7, 28].} In this paper we consider well-modeled clauses with ground bindings. A clause is said to be \textit{well-modeled} if

1. every variable appearing in an input position in a body literal also appears either in an input position in the head of the clause, or in an output position of some other body literal; and

2. every variable occurring in an output position in the head of the clause also appears either in an input position in the head, or in an output position in the body.

The intuition is that the binding for any variable in the clause is either a term given as an input argument, or a term produced as an output argument by a body literal. A term is said to be \textit{ground} if it contains no variable. A clause with \textit{ground bindings} demands that all input arguments are bound to ground terms on invocation and all output arguments are bound to ground terms on success. Strictly speaking, this groundness requirement can be relaxed as long as no predicate binds any variable occurring in any of its input argument positions: as an example, consider the familiar \texttt{append} program for...
concatenating lists, which does not require that the elements of the lists being processed be ground. While it is possible to give syntactic characterizations that imply this property, however, such characterizations, in attempting to cope with aliasing effects, quickly become verbose and cumbersome while shedding little light on the essential property they are attempting to characterize. For this reason, we shall consider only programs with ground bindings in this paper, with the understanding that the notion can be appropriately generalized where necessary.

The call graph for a program is a directed graph which represents the caller-callee relationships between predicates in the program. Each node in the graph denotes a predicate in the program. There is an edge from a node \( p_1 \) to a node \( p_2 \) if a literal with predicate symbol \( p_2 \) appears in the body of a clause defining the predicate \( p_1 \). A body literal in a clause is called a recursive literal if it is part of a cycle that contains the head of that clause in the call graph for the program. A clause is called nonrecursive if no body literal is recursive, and is called direct recursive if it contains recursive literals and all the recursive literals have the same predicate symbol as the head; otherwise, it is called indirect recursive. A clause is recursive if it is either direct or indirect recursive.

Operationally, given an output position \( a_1 \) and an input position \( a_2 \) in a clause, \( a_2 \) is dependent on \( a_1 \) if the variable bindings generated at \( a_1 \) are used to construct the term occurring at \( a_2 \), i.e., if the terms occurring at positions \( a_1 \) and \( a_2 \) have variables in common. The data dependencies between argument positions can be represented by a directed acyclic graph \( G = (V, E) \), called an argument dependency graph, where \( V \) is a set of vertices and \( E \) a set of edges. Each vertex in the graph denotes an argument position. There is an edge \( (a_1, a_2) \) from an argument position \( a_1 \) to an argument position \( a_2 \) if \( a_2 \) is dependent on \( a_1 \); in this case, \( a_1 \) is said to be a predecessor of \( a_2 \), and \( a_2 \) a successor of \( a_1 \). Note that the vertices denoting the input positions in the head have no predecessor; and the vertices denoting the output positions in the head have no successor. A path in the graph is a sequence of vertices \( v_1, \ldots, v_n \) such that \( (v_i, v_{i+1}) \) is an edge in the graph, for \( 1 \leq i < n \). Argument dependency graphs are induced by the control strategy of the system, and may be inferred via dataflow analysis [3, 7].

It is sometimes convenient to abstract an argument dependency graph into a graph that represents the data dependencies between literals. A literal dependency graph is a directed acyclic graph. Each vertex in the graph denotes a literal and consists of the set of vertices in argument dependency graph that correspond to the argument positions in the denoted literal. There is an edge between two vertices in literal dependency graph if there exists at least one edge between the two corresponding sets of vertices in argument dependency graph. The head of the clause is treated specially. It is divided into two vertices, one consists of the input positions in the head, and the other consists of the output positions in the head. Paths in literal dependency graph are defined in the same way as in argument dependency graph. Hereafter we assume that the argument dependency graphs and literal dependency graphs are given.

**Example 2.1** Consider the following program which permutes a list of elements given as its first argument and returns the result as its second argument:

\[
\text{perm}([], []). \\
\text{perm}(X, [R|Rs]) :- \text{select}(R, X, Y), \text{perm}(Y, Rs).
\]

\[
\text{select}(X, [X|Xs], Xs).
\]

\[
\text{select}(X, [Y|Ys], [Y|Zs]) :- \text{select}(X, Ys, Zs).
\]
Given a list \( X \) as its first (input) argument, \( \text{perm}/2 \) generates a permutation of \( X \) by nondeterministically selecting an element \( R \) of \( X \), permuting the remainder \( Y \) of the input list into a list \( R_s \), and returning the list \( [R|R_s] \) as its second (output) argument. The argument dependency graphs and literal dependency graphs for the clauses of the predicate \( \text{perm}/2 \) are shown in Figure 1, where \( h_i \) denotes the \( i^{th} \) argument position in the head, while \( b_j^i \) denotes the \( i^{th} \) argument position in the \( j^{th} \) body literal. The circles represent the vertices in the argument dependency graphs, while rectangles represent vertices in the literal dependency graph.

Because logic programs can be nondeterministic, there may in general be more than one clause whose head unifies with a call. The results of cost analysis can be greatly improved if situations where this cannot happen, i.e., where clauses are mutually exclusive, are detected and dealt with specially. Informally, two clauses of a predicate are mutually exclusive if at most one of the clauses can succeed for any call to that predicate. The detection of mutual exclusion between clauses is discussed in [8]. The clauses of a predicate can be partitioned into a set of mutually exclusive “clusters” such that two clauses are in the same cluster if and only if they are not mutually exclusive. Then, cost analysis can be performed separately for each cluster, with the total cost for the predicate being given in terms of the cost of the most expensive cluster. In this paper, we assume that the partitioning of clauses into mutually exclusive clusters has been carried out (for details, see [8]).

3 Argument Size Relations: Space Complexity

This section presents a method for the inference of argument size relations based on data dependency information. The purpose of this inference is to represent the input size to each body literal as a function in terms of the input size to the head. The input size to body literals would be used later to infer the cost of body literals. We will first discuss notions related to various “size measures” for terms. This is followed by a discussion of how (based on the data dependency in a clause) size relationships between each argument position and its predecessors may be inferred using appropriate size measures. We then describe how these size relationships can be propagated so that the size relation corresponding to an
input position in a literal can be transformed into a function in terms of the size of the input positions in the head. Finally, a characterization of conditions under which such size functions are well-defined is given.

3.1 Size Measures

Various measures can be used to determine the “size” of an input, e.g., term-size, term-depth, list-length, integer-value, etc. The measure(s) appropriate in a given situation can in most cases be determined by examining the types of argument positions, the general idea being to use the “back edges” in the type graph of a predicate to determine how that predicate recursively traverses its input terms (or constructs its output terms), and thereby synthesize a measure for the predicate [32, 40]. Type information may be inferred via program analysis [13, 29, 36, 42], and is not discussed further here.

We first discuss how to determine the size of ground terms. Let $|\cdot|_m : \mathcal{H} \to \mathcal{N}_+$ be a function that maps ground terms to their sizes under a specific measure $m$, where $\mathcal{H}$ is the Herbrand universe, i.e., the set of ground terms of the language, and $\mathcal{N}_+$ the set of natural numbers augmented with a special symbol −, denoting “undefined”. Examples of such functions are “list-length”, which maps ground lists to their lengths and all other ground terms to −; “term-size”, which maps every ground term to the number of constants and function symbols appearing in it; “term-depth”, which maps each ground term to the height of its tree representation; and so on. Thus, $|[a, b]|_{\text{list-length}} = 2$, $|\text{f}(1, \text{f}(2, \text{nil, nil}), \text{nil})|_{\text{term-depth}} = 2$, but $|\text{f}(a)|_{\text{list-length}} = −$.

Based on $|\cdot|_m$, the size properties of general terms can be described using two functions $\text{size}_m$ and $\text{diff}_m$. The function $\text{size}_m(t)$ defines the size of a term $t$ under a measure $m$:

$$
\text{size}_m(t) = \begin{cases} 
  n & \text{if } t \text{ occurs at an argument position } a, m_a \text{ denotes the size measure associated with } a, \text{ and } \text{sz}(a) \text{ to denote the size of the term occurring at argument position } a. \text{ Further, let } \text{Sz}_p^\text{ out} : \mathcal{N}_m^{\infty} \to \mathcal{N}_+^{\infty} \text{ be a function that represents the size of the } b^{th} \text{ (output) argument position in a predicate } p, \text{ which has } n \text{ input argument positions, in }
\end{cases}
$$
If \( m \) is integer value, then
\[
size_m(t) = \begin{cases} 
  n & \text{if } t \text{ is an integer } n \\
  \circ(size_m(t_1), \ldots, size_m(t_n)) & \text{if } t = \circ(t_1, \ldots, t_n) \text{ for some evaluable arithmetic functor } \circ \\
  - & \text{otherwise}
\end{cases}
\]

If \( m \) is list length, then
\[
size_m(t) = \begin{cases} 
  0 & \text{if } t \text{ is the empty list} \\
  1 + size_m(t_1) & \text{if } t \text{ is of the form } [t_1] \text{ for some term } t_1 \\
  - & \text{otherwise}
\end{cases}
\]

If \( m \) is term depth, then
\[
size_m(t) = \begin{cases} 
  0 & \text{if } t \text{ is a constant} \\
  1 + \max\{size_m(t_i) \mid 1 \leq i \leq n\} & \text{if } t = f(t_1, \ldots, t_n) \\
  - & \text{otherwise}
\end{cases}
\]

If \( m \) is term size, then
\[
size_m(t) = \begin{cases} 
  1 & \text{if } t \text{ is a constant} \\
  1 + \sum_{i=1}^{n} \{size_m(t_i)\} & \text{if } t = f(t_1, \ldots, t_n) \\
  - & \text{otherwise}
\end{cases}
\]

Figure 2: The function \( size_m(t) \) for some common size measures
If \( m \) is integer_value, then
\[
\text{diff}_m(t_1, t_2) = \begin{cases} 
0 & \text{if } t_1 \equiv t_2 \\
- & \text{otherwise}
\end{cases}
\]

If \( m \) is list_length, then
\[
\text{diff}_m(t_1, t_2) = \begin{cases} 
0 & \text{if } t_1 \equiv t_2 \\
\text{diff}_m(t_1, t_2) - 1 & \text{if } t_1 \text{ is of the form } [t] \text{ for some term } t \\
- & \text{otherwise}
\end{cases}
\]

If \( m \) is term_depth, then
\[
\text{diff}_m(t_1, t_2) = \begin{cases} 
0 & \text{if } t_1 \equiv t_2 \\
\max \{\text{diff}_m(t_i, t_2) \mid 1 \leq i \leq n\} - 1 & \text{if } t_1 = f(t_1, \ldots, t_n) \\
- & \text{otherwise}
\end{cases}
\]

If \( m \) is term_size, then
\[
\text{diff}_m(t_1, t_2) = \begin{cases} 
0 & \text{if } t_1 \equiv t_2 \\
\arg(t_1, i) - \text{size}_m(t_1) & \text{if } t_1 = f(t_1, \ldots, t_n) \text{ and } t_i \equiv t_2 \text{ for some } i, 1 \leq i \leq n \\
- & \text{otherwise}
\end{cases}
\]

where \( \arg(t_1, i) \) is a symbolic expression denoting the term-size of the \( i^{th} \) argument of the term \( t_1 \).

Figure 3: The function \( \text{diff}_m(t_1, t_2) \) for some common size measures \( m \)
terms of the size of its input positions, where \( \mathbb{N}_+, \infty \) denotes the set of natural numbers plus two special symbols \(-\) and \(\infty\), denoting undefined and infinite respectively.

We first consider the argument positions in a body literal. Let \( L \) be a body literal in a clause, with input argument positions \( a_1, \ldots, a_n \). An argument position in \( L \) is either an input or an output position. First, consider an output position \( b \) in \( L \). There are two possibilities:

1. If \( L \) is recursive, then \( \text{sz}(@b) \) is symbolically expressed as
   \[
   \text{sz}(@b) \leq \text{sz}_L^{(b)}(\text{sz}(@a_1), \ldots, \text{sz}(@a_n)).
   \]
2. If \( L \) is not recursive, assume the argument size function for argument position \( b \) in literal \( L \) have been recursively computed as \( \text{sz}_L^{(b)}(x_1, \ldots, x_n) \), then \( \text{sz}(@b) \) can be expressed as
   \[
   \text{sz}(@b) \leq \text{sz}_L^{(b)}(\text{sz}(@a_1), \ldots, \text{sz}(@a_n)).
   \]

Note that since the function giving the size relationship between the input and output positions of \( L \) has already been computed recursively, we are able, in this case, to express the relationship between \( \text{sz}(@b) \) and \{\( \text{sz}(@a_1), \ldots, \text{sz}(@a_n) \)\} explicitly in terms of this function.

Next, consider an input position \( a \) in literal \( L \), and let \( \text{preds}(a) \) denote the set of predecessors of \( a \). The size of the term occurring at \( a \) can be determined as follows:

1. If \( \text{size}_{m_a}(@a) \neq - \), then \( \text{sz}(@a) \leq \text{size}_{m_a}(@a) \);
2. otherwise, if \( m_a = m_a^0 \) and \( \delta = \text{diff}_{m_a}(@c, @a) \neq - \) for some argument position \( c \in \text{preds}(a) \), then \( \text{sz}(@a) \leq \text{sz}(@c) + \delta \);
3. otherwise, if \( \text{size}_{m_a}(@a) \) can be expanded using the definition in Figure 2, then:
   (a) expand \( \text{size}_{m_a}(@a) \) one step accordingly;
   (b) recursively compute \( \text{size}_{m_a}(t_i) \) for the appropriate subterms \( t_i \) (depending on the size measure involved) of \( @a \) with respect to the same set of predecessors \( \text{preds}(a) \);
   (c) if each of these recursive size computations has a defined result, then use them to compute \( \text{sz}(@a) \) as appropriate (depending on the particular size measure under consideration); if the result of any of the recursive size computations is undefined, \( \text{sz}(@a) = - \).
4. otherwise, \( \text{sz}(@a) = - \).

We now use \( \text{subterms}(a) \) to denote the set of subterms \( t \) occurring in \( @a \) that are used in the step (2) such that either \( \text{diff}_{m_a}(@c, t) \neq - \) for some argument position \( c \in \text{preds}(a) \), or \( \text{diff}_{m_a}(@c, t) = - \) for all argument position \( c \in \text{preds}(a) \) and \( \text{size}_{m_a}(t) \) cannot be further expanded using the definition in Figure 2 in step (3). In other words, \( \text{subterms}(a) \) contains the set of subterms occurring in \( @a \) whose sizes are required in order to determine the size of \( @a \). We also use \( \text{def}(t) \) to denote the (output) argument position where a term \( t \in \text{subterms}(a) \) becomes bound. The argument positions and literals where a variable becomes bound are easily available from the argument and literal dependency graphs.

**Example 3.1** Consider the clause
\texttt{nrev([H|L], R) :- nrev(L, R1), append(R1, [H], R).}

We use the following notation to refer to the size of the term occurring in an argument position in a clause: \texttt{head[i]} denotes the size of the \(i\)th argument position in the head, while \texttt{body[i][j]} denotes the size of the \(i\)th argument position in the \(j\)th body literal. Assume that for \texttt{nrev/2}, the first argument is an input position while the second is an output position; and for \texttt{append/3}, the first two argument positions are input positions while the third argument is an output position. Further, assume that the size measure under consideration is list length. Then, the size relations for the body literals are given by

\begin{align*}
\texttt{body}_1[1] \leq \text{size}(L) &= \text{head}[1] + \text{diff}([H|L], L) = \text{head}[1] - 1, \\
\texttt{body}_1[2] \leq S_{\text{nrev}}^{(2)}(\texttt{body}_1[1]), \\
\texttt{body}_2[1] \leq \text{size}(\texttt{R1}) &= \text{body}_1[2] + \text{diff}(\texttt{R1}, \texttt{R1}) = \text{body}_1[2], \\
\texttt{body}_1[2] \leq \text{size}(\texttt{H}) = 1, \\
\texttt{body}_2[3] \leq S_{\text{append}}^{(3)}(\texttt{body}_1[1], \texttt{body}_1[2]).
\end{align*}

Let \(a\) be the first argument position of literal \texttt{nrev/2}. Then \texttt{subterms}(a) = \{L\}, and \texttt{def}(L) is the first argument position in the head. \(\Box\)

Similarly, a set of size relations can be obtained for output argument positions in the head.

\textbf{Example 3.2} Continuing the previous example, the size relations for the output position in the head is

\begin{align*}
\text{head}[2] \leq \text{size}(R) &= \text{body}_2[3] + \text{diff}(R, R) = \text{body}_2[3].
\end{align*}

\(\Box\)

\section{3.3 Size Functions}

We now show how the size relations can be propagated to transform a size relation corresponding to an input position in a literal into a function in terms of the input size to the head. However, for recursive clauses, we need to solve the symbolic expression due to recursive literals into an explicit function first. We can then use the explicit function to infer the input size to the literals that succeed the recursive ones.

Given the size relations for the body literals of a clause, it is possible to transform the size relations for the output argument positions in the head into functions in terms of the sizes of the input argument positions in the head. The basic idea here is to repeatedly substitute size relations for body literals "into" size relations for head arguments: given size relations \(R_1 \equiv \varphi \leq \psi\) for a body literal, and \(R_2 \equiv \xi \leq E(\varphi)'\) for some output argument position in the head, where \(E(\varphi)\) is some expression involving \(\varphi\), the substitution of \(R_1\) into \(R_2\) yields the size relation \(\xi \leq E(\psi)'\). The process of repeatedly substituting size relations for body literals into those for output positions in the head is called \textit{normalization}. An algorithm for realizing normalization is given in Figure 4.
Let $E_B$ be the set of size relations for body literals, and $h$ be the size relation for an output position in the head or an input position in a body literal. The algorithm proceeds as follows:

\begin{verbatim}
begin
  repeat
    if there is at least one occurrence of a term $t$ in the RHS of $h$
    and $t$ is the LHS of a relation $b \in E_B$
    then replace each occurrence of $t$ in the RHS of $h$
    by the RHS of $b$
  until there is no change
end
\end{verbatim}

Figure 4: An algorithm for normalization

**Example 3.3** Consider the predicate $\text{perm}/2$ defined in Example 2.1. Let $\text{head}[i]$ and $\text{body}[i]$ denote the sizes of the $i^{th}$ argument position in the head and in the $j^{th}$ body literal respectively. Assume that the size relations for the output argument positions of the predicate $\text{select}/3$ have been recursively computed as $\text{Sz}_{\text{select}}^{(1)} = \lambda x. -$ and $\text{Sz}_{\text{select}}^{(3)} = \lambda x.x - 1$ (see the Appendix A for details). Using list length as the size measure, the size relations for the body literals in the recursive clause are

\[
\begin{align*}
\text{body}[1] & \leq \text{Sz}_{\text{select}}^{(1)} (\text{body}[2]) = -1, \\
\text{body}[2] & \leq \text{size}(X) = \text{head}[1] + \text{diff}(X, X) = \text{head}[1], \\
\text{body}[3] & \leq \text{Sz}_{\text{select}}^{(3)} (\text{body}[2]) = \text{body}[2] - 1, \\
\text{body}[1] & \leq \text{size}(Y) = \text{body}[3] + \text{diff}(Y, Y) = \text{body}[3], \\
\text{body}[2] & \leq \text{Sz}_{\text{perm}}^{(2)} (\text{body}[1]),
\end{align*}
\]

and the size relation for the output argument position in the head is

\[
\begin{align*}
\text{head}[2] & \leq \text{size}([R, R_s]) = \text{size}(R_s) + 1 \\
& = \text{body}[2] + \text{diff}(R_s, R_s) + 1 \\
& = \text{body}[2] + 1.
\end{align*}
\]

On normalization, this gives

\[
\begin{align*}
\text{head}[2] & \leq \text{Sz}_{\text{perm}}^{(3)} (\text{body}[1]) + 1 \\
& \leq \text{Sz}_{\text{perm}}^{(2)} (\text{body}[3]) + 1 \\
& \leq \text{Sz}_{\text{perm}}^{(2)} (\text{body}[2] - 1) + 1 \\
& \leq \text{Sz}_{\text{perm}}^{(2)} (\text{head}[1] - 1) + 1.
\end{align*}
\]

Thus, the size function for the output argument position in the head can be represented as

\[
\text{Sz}_{\text{perm}}^{(3)} (\text{head}[1]) = \text{Sz}_{\text{perm}}^{(2)} (\text{head}[1]) - 1 + 1.
\]

In addition, from the first clause, we can obtain the equation $\text{Sz}_{\text{perm}}^{(2)} (0) = 0$ as the boundary condition. They can be solved to yield $\text{Sz}_{\text{perm}}^{(2)} \equiv \lambda x.x$, i.e. the size of the output of $\text{perm}/2$ is bounded by the size of its input. □
Recall that in a recursive clause, the size of the output arguments of recursive literals in the body are expressed symbolically in terms of its input sizes. Once the size functions for the output positions in the head have been determined, they can be substituted for these symbolic expressions in the set of size relations for the body literals. We can then apply normalization again to compute the size of each input position for each body literal, so that it is defined in terms of the size of the input arguments in the head of the clause. These size functions can be used later in computing the number of solutions and the time complexity of the clause.

Example 3.4 Consider the clause defined in Example 3.1. Suppose the argument size function for the output argument position of \( \text{nrev}/2 \) has been computed as \( Sz^{(2)}_{\text{nrev}} \equiv \lambda x . x \). Then the size for the first (input) argument position of literal \( \text{append}/3 \) can be obtained as

\[
\begin{align*}
\text{body}_2[1] & \leq \text{body}_1[2] \\
& \leq Sz^{(2)}_{\text{nrev}}(\text{body}_1[1]) \\
& \leq \text{body}_1[1] \\
& \leq \text{head}[1] - 1.
\end{align*}
\]

\( \square \)

Theorem 3.1 Normalization of size relations terminates for all clauses.

Proof At each iteration of the normalization algorithm, only finitely many substitutions are made. The number of iterations of the algorithm is bounded by the height of the argument dependency graph.

\( \square \)

3.4 Well-connectedness

We now give a characterization of conditions under which the inferred argument size functions are well-defined. Let \( C \) be a well-modeled clause with the input argument positions \( a_1, \ldots, a_n \) in the head. Suppose further that \( C \) is not indirect recursive. Let \( A \) be the set of output positions in the head and input positions in the body literals. A clause \( C \) is said to be well-connected if

1. for each argument position \( \gamma \in A \), and for each term \( t \in \text{subterms}(\gamma) \), the following hold:
   (i) \( Sz_t^{(d_{\gamma}(t))} \) is defined if \( d_{\gamma}(t) \) occurs in a nonrecursive literal \( l \);
   (ii) \( m_{d_{\gamma}(t)} = m_{\gamma} \); and
   (iii) \( \text{diff}(T_{d_{\gamma}(t)}, t) \) is defined.
2. For each recursive literal \( L \) with input argument positions \( \beta_1, \ldots, \beta_n \), the following hold:
   (i) there is no recursive literal on the path from the input of the head to \( L \) in the literal dependency graph of \( C \);
   (ii) \( Sz(\beta_i) \leq Sz(\alpha_i) \) for all \( i, 1 \leq i \leq n \); and
   (iii) \( Sz(\beta_i) < Sz(\alpha_i) \), for some \( i, 1 \leq i \leq n \).
Intuitively, condition (1) guarantees that all the argument sizes are functions defined in terms of the input sizes, while condition (2) ensures that the functions are in the form of difference equations for recursive clauses. The notion of well-connectedness can be extended in a straightforward way to deal with indirect recursion.

**Example 3.5** We give two examples of non-well-connected clauses. First, consider the program:

```prolog
sum([], 0).
sum([H|T], S) :- sum(T, S1), S is H + S1.
```

which computes the sum of a list of numbers. Suppose the first argument is the input, and the size measures under consideration are list length for the first argument position and integer value for the second argument position. Since the size of H for the literal is/2 cannot be extracted from the term [H|T], the size of the output S cannot be expressed as a function in terms of the size of the input [H|T]. Therefore, if the size measure under consideration is not fine enough to capture the size relationships between argument positions, the clauses are usually non-well-connected. However, notice that though the argument size function is undefined for sum/2, because the size of the input to the recursive literal sum/2, i.e., T, can be computed and the time complexity for the built-in predicate is/2 is known in advance, it is still possible to estimate the time complexity for sum/2. Next, consider the program:

```prolog
rev([], L, L).
rev([H|T], L, R) :- rev(T, [H|L], R).
```

which reverses a list of elements. Suppose the first and second arguments are input and list length is used as the size measure under consideration. Since the size of [H|L] is larger than the size of L in the recursive clause, the resulting size function for the output argument position of rev/3 is not in the form of difference equation. Thus, in general, clauses using accumulator style programming are non-well-connected. □

The analysis for argument size relations based on normalization is applicable to well-connected clauses:

**Theorem 3.2** If a clause C is well-connected, then the following hold after the size relations that hold in C are normalized:

1. If C is nonrecursive, then the sizes for the output argument positions in the head of C are obtained as a closed form function of the sizes of the input argument positions in the head of C;

2. if C is direct recursive, then the sizes for the output argument positions in the head of C are obtained as a difference equation in terms of the sizes of the input argument positions in the head of C; and

3. if C is indirect recursive, then the sizes for the output argument positions in the head of C are obtained as a difference equation, which is part of a system of difference equations for mutually recursive clauses, in terms of the sizes of the input argument positions in the head of C.
**Proof**  By induction on the number of literals in the body of $C$. $\Box$

The preceding discussion has shown how to infer the argument size functions for a clause. The argument size functions for a predicate can then be obtained by taking the maximum among the expressions for the argument size functions obtained for each of its clauses.

With knowledge about the size relationships between argument positions in the clauses, given the size of input, the space required by each argument position can be estimated. This information can then be used to compute the space required by a predicate in a specific computational model and implementation.

### 4  Number of Solutions

This section describes the analysis for estimating the number of solutions generated by a predicate. This can be characterized in terms of two parameters: the *relation size* of the predicate, which usually does not depend on the input; and the *solution size*, i.e., the maximum number of outputs that can be generated by a single input to the predicate, which usually depends on the size of the input. Although, among them, only solution size information is used to compute the cost of a predicate, relation size information can greatly improve the estimation of solution size. We first present a general algorithm, based on the properties of unification, for estimating these two parameters for each predicate. Then we give two algorithms that estimate the relation size for two special classes of predicates based on the properties of comparison operators ($=, \neq, >, \geq, <, \leq$) and information about argument types. The predicates in the first class are the ones that can be “unfolded” into a conjunction and/or disjunction of linear arithmetic constraints; and the predicates in the second class are the ones that can be “unfolded” into a conjunction of binary nonequality constraints. Compared with the general algorithm, the two special algorithms can considerably improve the precision of the analysis for these two classes of predicates. Finally, we show how to combine these algorithms in relation size analysis.

#### 4.1 A General Algorithm

The basic idea behind the algorithm is counting the number of possible bindings for each variable in a clause. Using data dependency information, the number of instances for the term occurring at an argument position is estimated from the number of instances for the terms occurring at its predecessors. Based on properties of unification, the number of bindings for a variable is estimated from the number of instances for the terms in which it appears. We first assume that no duplicate solutions are generated during execution; we will discuss how to deal with duplicates at the end of this subsection.

We use $B_{[T]}$ to denote the number of instances for a (tuple of) term(s) $T$ in a clause. In the discussion of relation size and solution size analyses, we will overload this notation. For a variable $V$, in relation size analysis, $B_{[V]}$ denotes the number of distinct bindings for $V$ that are generated by all possible inputs to the clause; in solution size analysis, it denotes the number of distinct bindings that are generated by a single input to the clause. Because the algorithms for the two analyses are very similar, and the quantities denoted by the above notation share the same properties in both analyses, the overloading of the notation makes the discussion much more concise.

We now describe two useful properties of unification. First, consider a clause

$$p(Y) \leftarrow q(Y), r(Y).$$
Theorem 4.1 If a variable \( X \) has \( n \) occurrences in the body of a clause and the numbers of possible bindings for these different occurrences are separately computed as \( k_1, \ldots, k_n \), then \( B_{[X]} \leq \min \{k_1, \ldots, k_n\} \).

Recall our assumption that the input arguments to any predicate are bound to ground terms when that predicate is called, and its output positions are also bound to ground terms if the call succeeds: Theorem 4.1 may not hold, in general, if nonground bindings are considered [11]. Next consider a term \( f(X, Y, X) \) that contains more than one variable. Suppose \( X \) can take on two bindings, \( a \) and \( b \), while \( Y \) can take on two bindings \( c \) and \( d \). The total number of instances thus possible for the term \( f(X, Y, X) \) is 4: \( f(a, c, a), f(b, c, b), f(a, d, a), f(b, d, b) \). In general, given the number of bindings possible for the variables contained in a term, an upper bound on the number of instances for that term is given by the product of the number of bindings possible for each of its variables:

Theorem 4.2 Let \( T \) be a (tuple of) term(s) in a clause. If \( T \) contains a set of variables \( S = \{X_1, \ldots, X_m\} \), such that \( B_{[X_i]} \leq N_{[X_i]} \), for \( 1 \leq i \leq m \), then \( B_T = B_S \leq \prod_{i=1}^m N_{[X_i]} \), with \( B_{\emptyset} = 1 \).

Thus, if the number of possible bindings for each variable occurring in a tuple of terms \( T \) has been determined, then we can define a function to compute the number of instances for that tuple of terms. Let \( T \) contain a set of variables, \( S = \{X_1, \ldots, X_m\} \), and \( N_{[X_i]} \) be the determined number of bindings possible for \( X_i \). We define a function, called \textit{instance function} and denoted by \textit{instance}(\( T \)), as follows:

\[
\text{instance}_1(T) = \prod_{i=1}^m N_{[X_i]}.
\]

Because the \textit{diff} functions defined for size measures are based on structural differences between terms, well-connected recursive clauses usually apply recursion on (terms derived from) subterms of the input arguments. Since the invocation to a well-connected recursive clause may succeed for any instance of the input arguments, the relations they define are, in general, infinite. Thus, it is more desirable, for recursive predicates, to obtain information about the maximum number of outputs that can be generated by a single input. For example, the predicate \textit{select/3} defined in Example 2.1 succeeds for any nonempty input list, so the size of its relation is infinite. However, given a nonempty list of length \( n \) as input, \textit{select/3} always generates \( n \) outputs. We associate each predicate \( p \) in the program with a pair \( (\text{Rel}_p, \text{Sol}_p) \), called the \textit{binding pattern} of \( p \), where \( \text{Rel}_p \) denotes an upper bound of the relation size for \( p \), and \( \text{Sol}_p \) denotes an upper bound of the solution size for \( p \). In general, for a predicate \( p \) with \( n \) input positions, \( \text{Rel}_p \) is in \( N_{\infty}^n \), namely, a natural number or the symbol \( \infty \), denoting an infinite relation; while \( \text{Sol}_p : N_{\infty} \rightarrow N_{\infty} \) is a function in terms of the size of the input.

\[\text{Since we will successively improve the realization of the instance function, we use subscripts to distinguish the different versions of this function.}\]
Consider a clause \( p(\bar{x}_0, \bar{y}_0) := q_1(\bar{x}_1, \bar{y}_1), \ldots, q_n(\bar{x}_n, \bar{y}_n) \), where the body literals are sorted in topological order from the literal dependency graph, and \( \bar{x}_i \) are input arguments and \( \bar{y}_i \) are output arguments. Let \( \text{vars}(\bar{t}) \) be the set of variables in tuple \( \bar{t} \), and \( \text{lits}(v) \) be the set of literals in which variable \( v \) appears. Further, let \( n_i \) be the input size to literal \( q_i \). Assume that the binding patterns for the nonrecursive body literals have been (recursively) computed and the binding patterns for recursive literals have been represented in symbolic form as a function of input size. The algorithm proceeds as follows:

begin
   /* compute Rel_p */
   if \( p \) is recursive then \( \text{Rel}_p := \infty \);
   else do
      for each variable \( v \in \text{vars}(\bar{x}_0) \) do
         \( N[v] := \min \{ \text{Rel}_j | j \in \text{lits}(v) \} \);
      od
      for \( i := 1 \) to \( n \) do
         \( I_i := \min \{ \text{instance}(\bar{x}_i), \text{Rel}_{q_i} \} \);
         \( O_i := \min \{ I_i \times \text{Sol}_{q_i}(n_i), \text{Rel}_{q_i} \} \);
         for each variable \( v \in \text{vars}(\bar{y}_i) \) do
            \( N[v] := \min \{ O_i, \text{Rel}_j | j \in \text{lits}(v) \} \);
         od
      od
      \( \text{Rel}_p := \text{instance}((\bar{x}_0, \bar{y}_0)) \);
   od
   /* compute Sol_p */
   for each variable \( v \in \text{vars}(\bar{x}_0) \) do
      \( N[v] := 1 \);
   od
   for \( i := 1 \) to \( n \) do
      \( I_i := \min \{ \text{instance}(\bar{x}_i), \text{Rel}_{q_i} \} \);
      \( O_i := \min \{ I_i \times \text{Sol}_{q_i}(n_i), \text{Rel}_{q_i} \} \);
      for each variable \( v \in \text{vars}(\bar{y}_i) \) do
         \( N[v] := \min \{ O_i, \text{Rel}_j | j \in \text{lits}(v) \} \);
      od
   od
   \( \text{Sol}_p := \text{instance}(\bar{y}_0) \);
end

Figure 5: An algorithm for computing binding patterns
Based on Theorems 4.1 and 4.2, we can devise a simple algorithm to compute the binding pattern for each predicate. The algorithm is presented in Figure 5, and can be summarized as follows: consider a clause: \( p(\bar{x}_0, \bar{y}_0) : \leftarrow q_1(\bar{x}_1, \bar{y}_1), \ldots, q_n(\bar{x}_n, \bar{y}_n) \), where the body literals are sorted in topological order from the literal dependency graph, and \( \bar{x}_i \) are input arguments and \( \bar{y}_k \) output arguments. Let \( vars(\bar{t}) \) be the set of variables in tuple \( \bar{t} \), and \( lits(v) \) be the set of literals in which variable \( v \) appears. First the binding patterns of its nonrecursive body literals are recursively computed and the binding patterns of its recursive literals are represented in symbolic form. To compute \( Rel_p \), the relation size for \( p \), if the predicate \( p \) is recursive, then \( Rel_p \) is set to be infinite; otherwise, the number of bindings, \( B_{[v]} \), for each variable \( v \) in the input arguments \( \bar{x}_0 \) is estimated using Theorem 4.1.4.1:

\[
B_{[v]} \leq N_{[v]} = \min \{ Rel_j \mid j \in lits(v) \}.
\]

Using the binding patterns of the body literals, we can then estimate the number of instances for input and output arguments in the body literals. For each literal \( q_i(\bar{x}_i, \bar{y}_i) \), the number of instances, \( B_{[x_i]} \), for the input arguments \( \bar{x}_i \) is bounded by instance function applied on \( \bar{x}_i \) by Theorem 4.2; and it should also be bounded by the size of the relation defined by \( q_i \), i.e., \( Rel_{q_i} \). Thus the smaller of these two quantities is taken to be the estimated value of \( B_{[x_i]} \):

\[
B_{[x_i]} \leq l_i = \min \{ \text{instance}(\bar{x}_i), Rel_{q_i} \}.
\]

Let \( \bar{n}_i \) denote the input size to literal \( q_i \). The number of instances, \( B_{[y_i]} \), for the output arguments \( \bar{y}_i \) of \( q_i \) is bounded by the product of \( B_{[x_i]} \) and \( \text{Sol}_{q_i}(\bar{n}_i) \); and it should also be bounded by \( Rel_{q_i} \). Their minimum is taken to be the estimated value of \( B_{[y_i]} \):

\[
B_{[y_i]} \leq O_i = \min \{ l_i \times \text{Sol}_{q_i}(\bar{n}_i), Rel_{q_i} \}.
\]

Having the binding information about output arguments \( \bar{y}_k \), we can continue to estimate the number of bindings for each variable \( v \) becoming bound in \( \bar{y}_k \) by taking the minimum of the numbers of bindings for different occurrences of \( v \) using Theorem 4.1:

\[
B_{[v]} \leq N_{[v]} = \min \{ O_i, Rel_j \mid j \in lits(v) \}.
\]

Once all the body literals are processed, the number of bindings possible for all the variables in the clause are estimated. Finally, using Theorem 4.2 again, we can estimate the number of instances, \( B_{[x_0, y_0]} \), for the arguments in the head:

\[
B_{[x_0, y_0]} \leq Rel_p = \text{instance}(\bar{x}_0, \bar{y}_0)).
\]

Example 4.1 Consider the program:

\[
p(X, Y, Z) : \leftarrow q(X, Y), r(Y, Z).
q(a1, b1), q(a2, b1).
\]
\[
r(b1, c1), r(b2, c2), r(b3, c3).
\]
Suppose the first argument of predicate \( p/3 \) is the input, and the binding patterns for predicates \( q/2 \) and \( r/2 \) have been recursively computed as \( \langle 2, \lambda x.1 \rangle \) and \( \langle 3, \lambda x.1 \rangle \), respectively. In this example, because all the predicates are nonrecursive, the corresponding solution sizes do not depend on the input size; therefore, we will ignore the size of arguments in the discussion. To compute \( \text{Rel}_p \), we first compute

\[
N_{[x]} = \text{Rel}_q = 2
\]

using Theorem 4.1. Using Theorems 4.1 and 4.2,

\[
I_1 = \min \{ \text{instance}(x), \text{Rel}_q \} = \min \{ 2, 2 \} = 2,
O_1 = \min \{ I_1 \times \text{Sol}_q, \text{Rel}_q \} = \min \{ 2 \times 1, 2 \} = 2,
N_{[x]} = \min \{ O_1, \text{Rel}_q \} = \min \{ 2, 3 \} = 2;
\]

\[
I_2 = \min \{ \text{instance}(y), \text{Rel}_r \} = \min \{ 2, 3 \} = 2,
O_2 = \min \{ I_2 \times \text{Sol}_r, \text{Rel}_r \} = \min \{ 2 \times 1, 3 \} = 2,
N_{[z]} = O_2 = 2.
\]

The relation size for \( p/3 \) is bounded by

\[
\text{instance}((x,y,z)) = N_{[x]} \times N_{[y]} \times N_{[z]} = 8,
\]

by Theorem 4.2. Thus, we have \( \text{Rel}_p \equiv 8 \). □

The computation of \( \text{Sol}_p \), the solution size for \( p \), can be carried out in the same way as the computation of \( \text{Rel}_p \). The only differences are that at the beginning the number of bindings for each variable in the input arguments \( \bar{x}_i \) in the head is not estimated using Theorem 4.1, instead it is assigned to be 1; and at the end we only estimate the number of possible output arguments for the head, rather than both input and output arguments.

**Example 4.2** Continuing the previous example, to compute \( \text{Sol}_p \), we set \( N_{[x]} = 1 \) because variable \( x \) is the input. Then we follow the same procedure as the computation of \( \text{Rel}_p \). Using Theorems 4.1 and 4.2,

\[
I_1 = \min \{ \text{instance}(x), \text{Rel}_q \} = \min \{ 1, 2 \} = 1,
O_1 = \min \{ I_1 \times \text{Sol}_q, \text{Rel}_q \} = \min \{ 1 \times 1, 2 \} = 1,
N_{[x]} = \min \{ O_1, \text{Rel}_q \} = \min \{ 1, 3 \} = 1;
\]

\[
I_2 = \min \{ \text{instance}(y), \text{Rel}_r \} = \min \{ 1, 3 \} = 1,
O_2 = \min \{ I_2 \times \text{Sol}_r, \text{Rel}_r \} = \min \{ 1 \times 1, 3 \} = 1,
N_{[z]} = O_2 = 1.
\]

Using Theorem 4.2 again, the number of outputs generated by a single input to \( p/3 \) is bounded by

\[
\text{instance}((y,z)) = N_{[y]} \times N_{[z]} = 1 \times 1 = 1.
\]
So we have \( \text{Sol}_p \equiv \lambda x.1 \), i.e., \( p/3 \) generates at most one output for each input. \( \square \)

Theorem 4.2 is based on the tacit assumption that bindings for distinct variables are generated independently of each other. For example, if two variables \( X \) and \( Y \) can each get two bindings in a clause, then Theorem 4.2 assumes that in the worst case, \( 2 \times 2 = 4 \) instances can be generated for a term \( f(X, Y) \). This may be overly conservative if the bindings for \( X \) and \( Y \) are not generated independently. This is the case for distinct variables that are bound by the same literal, e.g., in the program

\[
p(X, f(Y, Z)) : = q(X, Y, Z).
q(a, b, c). \quad q(a, d, e).
\]

Suppose \( X \) is the input of \( p/2 \). Though \( q/3 \) generates 2 bindings for each of the variables \( Y \) and \( Z \), only 2 solutions are possible for \( q/3 \) and thus for \( p/2 \), rather than \( 2 \times 2 = 4 \) solutions. The following theorem gives a rule for improving the estimation in such cases. Intuitively, it says the following: if every variable in a set \( S \) occurs as an output of the same literal, then the number of bindings for \( S \) is bounded by the number of possible outputs generated by that literal.

**Theorem 4.3** Let \( \vec{y} \) be the output arguments of a literal, and \( O \) be the computed number of instances for \( \vec{y} \). If \( S \subseteq \text{vars}(\vec{y}) \) is a set of variables, then \( B_S \leq \min(\prod_{v \in S} N_v, O) \).

**Proof** By Theorem 4.2, \( B_S \leq \prod_{v \in S} N_v \). Since \( B_S \leq B_{\text{vars}(\vec{y})} \) and \( B_{\text{vars}(\vec{y})} \leq O \), we have \( B_S \leq O \). \( \square \)

Using Theorem 4.3, we can improve instance function as follows: let \( T \) be a tuple of terms, the variables in \( T \) can be divided into \( V_{k_1}, \ldots, V_{k_n} \) sets of variables such that the variables in \( V_{k_i} \) become bound in literal \( q_{k_i} \), and \( O_{k_i} \) be the computed number of output instances for literal \( q_{k_i} \). Then a new realization of instance function can be defined as:

\[
\text{instance}_2(T) = \prod_{i=1}^n \min \{\prod_{v \in V_{k_i}} N_v, O_{k_i}\}.
\]

Other cases in which the variable bindings are dependently generated occur between variables in the input and output arguments of the same literal. Consider the program

\[
p(X, f(Y, Z)) : = q(X, Y, Z).
q(a, b, c). \quad q(a, d, e).
r(b, d). \quad r(c, e).
\]

Suppose \( X \) is the input of \( p/2 \). Then each of the variables \( Y \) and \( Z \) in the clause defining \( p/2 \) can get 2 bindings, but only 2 solutions are possible for \( r/2 \) and thus for \( p/2 \), instead of \( 2 \times 2 = 4 \) solutions. The dependence between these variable bindings comes from the fact that the bindings for the output variables are instantiated according to the bindings of the input variables. The following theorem gives a rule for improving the estimation in such cases. Intuitively, it states that if every variable in a set \( S \) occurs as either an input or an output of the same literal, then the number of bindings for \( S \) is bounded by the number of possible outputs generated by that literal.

**Theorem 4.4** Let \( \vec{x} \) and \( \vec{y} \) be the input and output arguments of a literal \( q \), and \( O \) be the computed number of instances for \( \vec{y} \). If \( S \subseteq \text{vars}(\langle \vec{x}, \vec{y} \rangle) \), then \( B_S \leq \min(\prod_{v \in S} N_v, O) \).
Proof By Theorem 4.2, \( B_S \leq \prod_{v \in S} N_v \). Let \( \bar{n} \) denote the input size to literal \( q \). Since \( B_{\text{vars}(\mathcal{P}, \mathcal{Q})} \leq B_{\mathcal{P}} \times \text{Sol}_q(\bar{n}) \), and \( B_{\text{vars}(\mathcal{P}, \mathcal{Q})} \leq \text{Rel}_q, B_{\text{vars}(\mathcal{P}, \mathcal{Q})} \leq O \). Because \( B_S \leq B_{\text{vars}(\mathcal{P}, \mathcal{Q})} \), we have \( B_S \leq O \). □

Using Theorem 4.4, we can further improve instance function as follows: let \( T \) be a tuple of terms, such that the variables in \( T \) can be divided into \( V_{k_1}, \ldots, V_{k_m} \) sets of variables such that the variables in \( V_k \) become bound in literal \( q_k \). The improvement can be achieved by merging these variable sets using Theorem 4.4 such that the number of resulting variable sets is fewer. This merging process can proceed by considering the literals in reverse topological order from literal dependency graph. Let \( q_k \) be the literal under consideration, if the variable set corresponding to \( q_k \) is nonempty, then we can move all the variables, which occur in the input arguments of \( q_k \), and which are in the variable set corresponding to a predecessor of \( q_k \), into the set corresponding to \( q_k \). Let \( V_{l_1}, \ldots, V_{l_m} \) be the resulting sets of variables from the merging process with \( m \leq n \), and \( O_i \) be the computed number of output instances for literal \( q_i \). Then we can define a new realization of instance function as:

\[
\text{instances}_S(T) = \prod_{i=1}^{n} \min \{ \prod_{v \in V_{l_i}} N_v, O_i \}.
\]

Theorems 4.3 and 4.4 give rules for improving estimation for variable bindings within a single literal. We now consider dependent variable bindings which may involve variables beyond a single literal. Consider the program:

\[
\begin{align*}
p(X, f(Y, Z)) & : - q(X, Y, W), r(W, Z). \\
q(a, b_1, c_1) & : q(a, b_2, c_2). \\
r(c_1, d_1) & : r(c_1, d_2). \quad r(c_2, d_3). \quad r(c_2, d_4).
\end{align*}
\]

Suppose \( X \) is the input of \( p/2 \). Then each of the variables \( Y \) and \( W \) in the clause defining \( p/2 \) can get 2 bindings: \( b_1 \) and \( b_2, c_1 \) and \( c_2 \). Since each of the bindings for \( W \) can generate 2 bindings for variable \( Z \), \( Z \) will get a total of 4 bindings: \( d_1, d_2, d_3, d_4 \). The number of instances for \( f(Y, Z) \), therefore, should be 4: \( f(b_1, d_1), f(b_1, d_2), f(b_2, d_3), f(b_2, d_4), \) instead of \( 2 \times 4 = 8 \). The dependency between the variable bindings for \( Y \) and \( Z \) is due to the fact that the variable bindings for \( Y \) and \( W \) are generated dependently by literal \( q/3 \) and the bindings for \( Z \) are instantiated according to the bindings of \( W \). In other words, because of \( W \), the variable bindings for \( Y \) and \( Z \) are generated in an indirectly dependent way. The following theorem provides a rule for improving the estimation in such cases:

Theorem 4.5 Let \( q_i \) and \( q_j \) be two literals, \( \bar{x}_i, \bar{y}_i, \bar{x}_j, \bar{y}_j \) be the corresponding input and output arguments, \( \bar{n}_j \) be the input size to \( q_j \), and \( O_i \) and \( O_j \) be the corresponding computed number of output instances. Let \( S \subseteq \text{vars}(\bar{x}_i, \bar{y}_i, \bar{x}_j, \bar{y}_j) \) be a set of variables. If

1. \( \text{vars}(\bar{x}_j) \subseteq \text{vars}(\bar{x}_i, \bar{y}_i) \),
2. \( \text{instance}(\bar{x}_j) = O_i \),
3. \( \text{instance}(\bar{x}_j) \leq \text{Rel}_{q_j} \),
4. \( \text{instance}(\bar{x}_j) \times \text{Sol}_{q_j}(\bar{n}_j) \leq \text{Rel}_{q_j} \),

then \( B_S \leq \min(\prod_{v \in S} N_v, O_j) \).
Proof  By Theorem 4.2, $B_S \leq \prod_{v \in S} N_{[v]}$. Also,

$$B_{\text{vars}(\pi, \bar{g}, \bar{c}, \bar{d}))} \leq B_{\text{vars}(\pi, \bar{g}, \bar{c}))} \times \text{Sol}_{g_j}(\bar{n}_j)$$

$$= B_{\text{vars}(\pi, \bar{g}))} \times \text{Sol}_{g_j}(\bar{n}_j) \quad \text{(from 1)}$$

$$\leq O_i \times \text{Sol}_{g_j}(\bar{n}_j)$$

$$= \text{instance}(\bar{x}_j) \times \text{Sol}_{g_j}(\bar{n}_j) \quad \text{(from 2)}$$

$$= I_j \times \text{Sol}_{g_j}(\bar{n}_j) \quad \text{(from 3)}$$

$$= O_j. \quad \text{(from 4)}$$

Because $B_S \leq B_{\text{vars}(\pi, \bar{g}, \bar{c}, \bar{d}))}$, we have $B_S \leq O_j$. \qed

Let $q_i$ and $q_j$ be two literals. We say literal $q_j$ subsumes literal $q_i$ if they satisfy the four conditions specified in Theorem 4.5. Using a proof similar to Theorem 4.5, it is very easy to verify by induction that the result of Theorem 4.5 can be generalized to any number of literals:

**Theorem 4.6** Let $q_1, \ldots, q_n$ be literals, $x_1, y_1, \ldots, x_n, y_n$ be the corresponding input and output arguments, and $O_n$ be the computed number of output instances for literal $q_n$. Let $S \subseteq \text{vars}((x_1, y_1, \ldots, x_n, y_n))$ be a set of variables. If $q_{i+1}$ subsumes $q_i$ for $1 \leq i < n$, then $B_S \leq \min(\prod_{v \in S} N_{[v]}, O_n)$.

Using Theorem 4.6, we can improve instance function once again. We apply a merging process similar to that of instance$_2$. For each literal under consideration, if the corresponding variable set is nonempty, we first move all the variables which satisfy Theorem 4.6 into the variable set, then we move all the variables which satisfy Theorem 4.4 into the variable set. Let $V_{k_1}, \ldots, V_{k_n}$ be the resulting variable sets from the merging process, and $O_{k_1}$ be the computed number of output instances for literal $q_{k_1}$. Then the new instance function is defined as:

$$\text{instance}_3(T) = \prod_{i=1}^n \min \{\prod_{v \in V_{k_i}} N_{[v]}, O_{k_i}\}.$$

**Example 4.3** Consider the predicate $\text{perm}/2$ defined in Example 2.1. Assume the binding pattern $(\text{Rel}_{\text{select}}, \text{Sol}_{\text{select}})$ for predicate $\text{select}/3$ has been recursively computed as $\{0, \lambda x. x\}$ (see the Appendix A for details). Since predicate $\text{perm}/2$ succeeds for every input list, we obtain $\text{Rel}_{\text{perm}} \equiv \infty$. To compute $\text{Sol}_{\text{perm}}$, we first set $N_{[1]} = 1$. Using Theorem 4.1, we obtain

$$O_1 = N_{[1]} \times \text{Sol}_{\text{select}}(\text{body}_1[2]) = \text{head}[1],$$

$$N_{[a]} = \min \{O_1, \text{Rel}_{\text{select}}, \text{Rel}_{\text{perm}}\} = \text{head}[1],$$

$$N_{[f]} = \min \{O_1, \text{Rel}_{\text{select}}, \text{Rel}_{\text{perm}}\} = \text{head}[1].$$

$$O_2 = N_{[f]} \times \text{Sol}_{\text{perm}}(\text{body}_2[1]) = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1),$$

$$N_{[as]} = \min \{O_2, \text{Rel}_{\text{perm}}\} = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1),$$

Using Theorem 4.5, Since $\{Y\} \subseteq \{R, X, Y\}$, $\text{instance}(Y) = \text{head}[1] = O_1$, $\text{instance}(Y) \leq \text{Rel}_{\text{perm}}$, and $\text{instance}(Y) \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1) \leq \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1) \leq \text{Rel}_{\text{perm}}$, we obtain

$$\text{instance}(\text{R}R) = \min \{N_{[s]} \times N_{[as]} \times O_3\} = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1).$$
Notice that variables \( R \) and \( Rs \) are from distinct literals. Thus, we have the equation

\[
\text{Sol}_{\text{perm}}(x) = x \times \text{Sol}_{\text{perm}}(x - 1).
\]

This equation can be solved, with the boundary condition \( \text{Sol}_{\text{perm}}(0) = 1 \) from the first clause of \( \text{perm}/2 \), to obtain \( \text{Sol}_{\text{perm}} \equiv \lambda x. x! \). \( \square \)

Note that in the general algorithm of Figure 5, we can also keep track of the parameters that maintain the upper bounds of the number of input and output instances for each predicate, or even the size of the domain for each argument position in a predicate. This may improve the accuracy of estimation at each step of the algorithm, and we may also derive optimization techniques similar to those specified in Theorems 4.3 - 4.6. In general, however, the more information is used in the algorithm, the less effective are the derived optimization techniques. Because of this, it is difficult to predict how beneficial such additional information is with regard to the precision of the final result.

Up to now we have assumed that all the solutions generated are distinct. However, in practice, a single input may generate duplicate solutions. In general it is necessary to account for duplicate solutions, since otherwise erroneous results may be obtained for time complexity analysis. For programs that generate duplicate solutions, Theorems 4.1 and 4.2 may not hold any more, and we have to use more conservative methods. For example, consider the program:

\[
\begin{align*}
p(X, W) & : - q(X, Y), r(Y, Z), s(Z, W). \\
q(a, b1). & q(a, b2). \\
r(b1, c). & r(b2, c). \\
s(c, d). \end{align*}
\]

Suppose \( X \) is the input of \( p/2 \). Then variable \( Z \) would be bound to \( c \) twice due to the distinct bindings, \( b1 \) and \( b2 \), of \( Y \). Using Theorem 4.2, since the relation size for predicate \( s/2 \) is 1, we would infer that the number of possible bindings for \( Z \) is 1. However, because of the duplicates generated for \( Z \), duplicates are generated for \( W \) by the input \( a \) to \( p/2 \). Thus, in practice, we need to make sure that the predicates are duplicate-free in order to apply the techniques described in this subsection. If not, we can only infer that literal \( s/2 \) would be invoked twice, and since for each input to \( s/2 \) only one output is generated, \( W \) would get two bindings, instead of just one. A sufficient condition for duplicate-free predicates is given in [26].

Finally, it may sometimes be necessary to explicitly account for implicit failures. The problem is illustrated by the following program to check membership in a list:

\[
\begin{align*}
\text{member}(X, [X|\_]). \\
\text{member}(X, [\_|L]) & : - \text{member}(X, L). \end{align*}
\]

A straightforward analysis would infer the equation ‘\( \text{Sol}_{\text{member}}(n) = 1 \)’ for the first clause, and ‘\( \text{Sol}_{\text{member}}(n) = \text{Sol}_{\text{member}}(n - 1) \)’ for the second, and since the two clauses are not mutually exclusive, the resulting equation would be obtained as

\[
\text{Sol}_{\text{member}}(n) = \text{Sol}_{\text{member}}(n - 1) + 1.
\]
The problem is that there is no base case from which this equation can be solved. In this case, we must explicitly account for the fact that the base case fails and yields no solutions: this requires adding the equation

\[ \text{Sol}_{\text{base}}(0) = 0. \]

The resulting equations can be solved to give the expected result.

### 4.2 Linear Arithmetic Constraints

We now present a simple algorithm for estimating the relation size for predicates which can be “unfolded” into a conjunction and/or disjunction of linear arithmetic constraints on a set of variables. The constraints may involve any of the following comparison operators: \(=, \neq, >, \geq, <, \leq\). The types of the variables in the predicates are assumed to be given as integer intervals.

Since the manipulation of general \(n\)-ary constraints (involving \(n\) variables) can incur exponential cost \([30]\), we approximate the set of \(n\)-ary constraints by a set of binary constraints (involving at most 2 variables) through the “projection” of an \(n\)-ary relation onto a set of binary relations. As shown in \([30]\), the set of projected binary constraints is a minimal extra relation of the original \(n\)-ary constraints. If the set of \(n\)-ary arithmetic constraints is linear and the types for the variables can be represented as integer intervals, then a set of binary constraints can be easily projected from \(n\)-ary constraints via interval arithmetic manipulation.

The set of binary arithmetic constraints can be represented as a graph \(G = (V, E)\), called a consistency graph. Each vertex \(v_{i,j}\) in \(V\) denotes the variable binding of a value \(d_j\) to a variable \(x_i\), for \(1 \leq i \leq n\) and \(1 \leq j \leq m\). There is an edge \((v_{p,g}, v_{q,h})\) between two vertices \(v_{p,g}\) and \(v_{q,h}\) if the two bindings \(x_p \leftarrow d_g\) and \(x_q \leftarrow d_h\) satisfy all the constraints involving variables \(x_p\) and \(x_q\). The two bindings are then said to be consistent. The set of vertices \(V_i = \{v_{i,1}, \ldots, v_{i,m}\}\) corresponding to a variable \(x_i\) is called the binding set of \(x_i\). The order of a consistency graph \(G\) is \((n, m)\) if \(G\) corresponds to a set of constraints involving \(n\) variables and \(m\) values. Because two distinct values cannot be bound to the same variable at the same time, no pair of vertices in a binding set are adjacent. Therefore, the consistency graph of a set of constraints involving \(n\) variables is an \(n\)-partite graph.

A clique of a graph \(G\) is a subgraph of \(G\) whose vertices are pairwise adjacent. An \(n\)-clique is a clique with \(n\) vertices. Because a solution \(S\) for a set of constraints \(C\) involving \(n\) variables is an \(n\)-tuple of bindings of values to variables such that all the constraints are satisfied, every pair of variable bindings in \(S\) is consistent. Thus \(S\) corresponds to an \(n\)-clique of the consistency graph of \(C\), and the number of solutions for \(C\) is equal to the number of \(n\)-cliques in the consistency graph of \(C\).

From now on we will concentrate on describing an algorithm for estimating the number of \(n\)-cliques in a consistency graph. The basic idea behind the algorithm is to identify the number of \(n\)-cliques each vertex and edge in the graph may belong to. To this end, we associate a weight with each edge in the graph. A weighted consistency graph \(G = (V, E, W)\) is a consistency graph associated with a function \(W : V \times V \rightarrow \mathcal{N}\) such that \(W\) assigns a positive integer to an edge \(\langle u, v \rangle\) if \(\langle u, v \rangle \in E\), and assigns 0 to \(\langle u, v \rangle\) if \(\langle u, v \rangle \notin E\).

The number of \(n\)-cliques, \(K(G, n)\), in a weighted consistency graph \(G\) of order \((n, m)\) is defined as follows: let \(S\) be the set of \(n\)-cliques of \(G\) and \(H = (V_H, E_H, W_H) \in S\) be an \(n\)-clique. We define
\[ K(H, n) = \min \{ W_H(\varepsilon) \mid \varepsilon \in E_H \} \text{, and } K(G, n) = \sum_{H \in s} K(H, n). \] Initially every edge is assigned a weight of 1.

The number of \( n \)-cliques a vertex may belong to depends on the connectivity with its adjacent vertices. Let \( G = (V, E, W) \) be a weighted consistency graph and \( N_{G,v} = \{ w \in V \mid \{ v, w \} \in E \} \) be the neighbors of a vertex \( v \). The adjacency graph of \( v \), \( \text{Adj}_G(v) \), is the subgraph of \( G \) induced by \( N_{G,v} \), namely, \( \text{Adj}_G(v) = (N_{G,v}, E_{G,v}, E_{G,v}) \), where \( E_{G,v} \) is the set of edges in \( E \) that join the vertices in \( N_{G,v} \) and \( W_{G,v}(\{ u, w \}) = \min \{ W(\{ v, u \}), W(\{ v, w \}), W(\{ u, w \}) \} \), for each edge \( \{ u, w \} \in E_{G,v} \). The following theorem shows the relationship between the number of \( n \)-cliques in a graph and the number of \((n-1)\)-cliques in the adjacency graphs corresponding to the vertices in a binding set.

**Theorem 4.7** Let \( G \) be a weighted consistency graph of order \((n, m)\). Then for each binding set \( V = \{ v_1, \ldots, v_m \} \),

\[
K(G, n) = \sum_{i=1}^{m} K(\text{Adj}_G(v_i), n - 1). \tag{1}
\]

**Proof** Let \( G_i = (V_i, E_i, W_i) \) be the subgraph of \( G \) induced by \( N_{G,v} \cup \{ v_i \} \). Since no two vertices in \( V \) are adjacent, \( K(G, n) = \sum_{i=1}^{m} K(G_i, n) \). Let \( \text{Adj}_G(v_i) = (V_A, E_A, W_A) \). Because \( v_i \) is adjacent to every vertex in \( N_{G,v} \), \( \min \{ W_i(\varepsilon) \mid \varepsilon \in E_i \} = \min \{ W_A(\varepsilon) \mid \varepsilon \in E_A \} \). Therefore, \( K(G_i, n) = K(\text{Adj}_G(v_i), n - 1) \). □

Theorem 4.7 says that the problem of computing the number of \( n \)-cliques in a consistency graph of order \((n, m)\) can be transformed into \( m \) subproblems of computing the number of \((n-1)\)-cliques in a consistency graph of order \((n-1, m)\). However, a direct computation requires exponential time \( O(m^n) \). Therefore, we define an operator to combine the set of subgraphs \( \text{Adj}_G(v_1), \ldots, \text{Adj}_G(v_m) \) in Formula (1) into a graph \( H \) such that \( K(H, n-1) \) is an upper bound on \( K(G, n) \).

We define a binary operator \( \oplus \), called *graph addition*, on two weighted consistency graphs as follows: let \( G_1 = (V, E_1, W_1) \) and \( G_2 = (V, E_2, W_2) \) be two weighted consistency graphs with the same set of vertices. Then \( G_1 \oplus G_2 = (V, E_{1\oplus 2}, W_{1\oplus 2}) \), where \( E_{1\oplus 2} = E_1 \cup E_2 \), and \( W_{1\oplus 2}(\varepsilon) = W_1(\varepsilon) + W_2(\varepsilon) \), for all \( \varepsilon \in E_{1\oplus 2} \). The effect of graph addition on the number of \( n \)-cliques is shown in the following theorems:

**Theorem 4.8** Let \( G_1 = (V, E_1, W_1) \) and \( G_2 = (V, E_2, W_2) \) be two weighted consistency graphs of order \((n, m)\). Then

\[
K(G_1 \oplus G_2, n) \geq K(G_1, n) + K(G_2, n). \tag{2}
\]

**Proof** By a straightforward case analysis. □

**Theorem 4.9** Let \( G \) be a weighted consistency graph of order \((n, m)\). Then for each binding set \( V = \{ v_1, \ldots, v_m \} \),

\[
K(G, n) \leq K(\bigoplus_{i=1}^{m} \text{Adj}_G(v_i), n - 1). \tag{3}
\]

\[ 23 \]
Let $G = (V, E, W)$ be a weighted consistency graph of order $(n, m)$. The algorithm proceeds as follows:

\begin{verbatim}
begin
  $G_1 := G$; /* $G_1 = (V_1, E_1, W_1)$ */
  for $i := 1$ to $n - 2$ do
    $G_{i+1} := \bigoplus_{j=1}^m \text{Adj}_{G_i}(v_{i,j})$; /* $G_{i+1} = (V_{i+1}, E_{i+1}, W_{i+1})$ */
  od
  $K(G, n) = \sum_{e \in E_{n-1}} W_{n, e}(e)$;
end
\end{verbatim}

Figure 6: An algorithm for estimating the number of $n$-cliques in a weighted consistency graph

**Proof** By Theorems 4.7 and 4.8. □

We now summarize the algorithm for computing an upper bound on $K(G, n)$ for a weighted consistency graph $G$ of order $(n, m)$. We apply Theorem 4.9 repeatedly to a sequence of consecutively smaller graphs. By starting with the graph $G$, at each iteration, one binding set is removed from the graph, and a smaller graph is constructed by performing graph addition on the set of adjacency graphs corresponding to the vertices in the removed binding set. This binding set elimination process continues until there are only two binding sets left. The resultant graph is now a bipartite graph. By definition, the number of 2-cliques in a bipartite weighted consistency graph is the sum of the weights of the edges (2-cliques) in the graph. This algorithm is shown in Figure 6. The time complexity for this algorithm is $O(n^3m^3)$ for a graph of order $(n, m)$ [24].

**Example 4.4** Consider the following predicate which specifies a set of precedence constraints among a set of tasks:

$$\text{schedule}(SA, SB, SC, SD, SE, SF, SEnd) : -$$

$$\begin{align*}
  SB &\geq SA + 1, \\
  SC &\geq SA + 1, \\
  SD &\geq SA + 1, \\
  SE &\geq SB + 5, \\
  SE &\geq SC + 3, \\
  SF &\geq SD + 5, \\
  SF &\geq SE + 2, \\
  SEnd &\geq SF + 1.
\end{align*}$$

Suppose the integer interval $[0, 10]$ is given as the type for each of the variables $SA, SB, \ldots, SEnd$, we can then use the algorithm to estimate the number of legal schedules or the relation size for predicate $\text{schedule}$ to be 71. In this case, this estimate is exact. □

### 4.3 Binary Nonequality Constraints

We now present a simple algorithm for estimating the relation size for predicates which can be "unfolded" into a conjunction of binary nonequality constraints on a set of variables. The constraints are in the form of $X \neq Y$ for any two variables $X$ and $Y$. The types of the variables in a predicate are assumed to be the same finite set of constants.

We first show that the problem of computing the number of bindings that satisfy a set of binary nonequality constraints on a set of variables with the same type can be transformed into the problem of computing the chromatic polynomial of a graph. The chromatic polynomial of a graph $G$, denoted by
$C(G, k)$, is a polynomial in $k$ and represents the number of different ways $G$ can be colored by using no more than $k$ colors. The transformation of the problem goes as follows: let $G$ be the graph consisting of a set of vertices, each of them corresponds to a variable, and there is an edge between two vertices if there is a binary nonequality constraint between the corresponding two variables. If the size of the type for variables is $k$, then the number of ways of coloring $G$ using no more than $k$ colors is exactly the number of bindings that satisfy the set of binary nonequality constraints.

Unfortunately, the problem of computing the chromatic polynomial of a graph is NP-hard, because the problem of $k$-colorability of a graph $G$ is equivalent to the problem of deciding whether $C(G, k) > 0$ and the problem of graph $k$-colorability is NP-complete [19]. However, it turns out that if we can efficiently compute a lower bound on the chromatic number of a graph, then we can efficiently compute an upper bound on the chromatic polynomial of a graph. The chromatic number of a graph $G$, written as $\chi(G)$, is the minimum number of colors necessary to color $G$ so that adjacent vertices have different colors. The following theorem by Bondy [1] gives a lower bound on the chromatic number of a graph.

**Theorem 4.10** Let $G$ be a graph with $m$ vertices $\{1, \ldots, m\}$, with the degree of vertex $i$ denoted by $d(i)$, such that $d(1) \geq \cdots \geq d(n)$. Let $\sigma_j$ be defined recursively by

$$\sigma_j = n - d(\sum_{i=1}^{j+1} \sigma_i + 1).$$

Suppose $k \leq n$ is some integer satisfying

$$\sum_{j=1}^{k+1} \sigma_j < n.$$  \hspace{1cm} (4)

Then $\chi(G) \geq k$. \hspace{1cm} \(\Box\)

Let $\rho(G)$ denote the largest integer $k$ satisfying Equation (4) for a graph $G$. Then we can design an algorithm to compute an upper bound on the chromatic polynomial of a graph $G$. The basic idea is to start with a subgraph that consists of only a single vertex of the graph, then repeatedly build larger and larger subgraphs by adding a vertex at a time into the previous subgraph. When a vertex is added, the edges connecting that vertex to vertices in the previous subgraph are also added. At each iteration, the chromatic polynomial for the corresponding subgraph is computed using the computed polynomial for the previous subgraph and the number of ways of coloring the current added vertex.

Let $G = (V, E)$ be a graph with $n$ vertices. Suppose $\omega = v_1, \ldots, v_n$ is an ordering of $V$. We define two sequences of subgraphs of $G$ according to $\omega$. The first is a sequence of subgraphs $G_1, \ldots, G_n$, called accumulating subgraphs, where $G_i = (V_i, E_i)$, $V_i = \{v_1, \ldots, v_i\}$, and $E_i$ is the set of edges of $G$ that join the vertices of $V_i$, for $1 \leq i \leq n$. The second is a sequence of subgraphs $G'_2, \ldots, G'_n$, called interfacing subgraphs, where $G'_i = (V'_i, E'_i)$, $V'_i$ is the set of vertices of $G_{i-1}$ that are adjacent to vertex $v_i$, and $E'_i$ is the set of edges of $G_{i-1}$ that join the vertices of $V'_i$, for $1 < i \leq n$.

An algorithm for computing the chromatic polynomial of a graph, based on the construction of accumulating subgraphs and interfacing subgraphs, is shown in Figure 7. This algorithm constructs the accumulating subgraphs according to an ordering on the set of vertices. At each iteration, the number
Let $G = (V, E)$ be a graph with $n$ vertices. The algorithm proceeds as follows:

**begin**

- generate an ordering $\omega = v_1, \ldots, v_n$ of $V$;
- $C(G, k) := k$;
- $G_1 := (\{v_1\}, \emptyset)$;
- for $i := 2$ to $n$ do
  - compute the interfacing subgraph $G'_i$;
  - $C(G, k) := C(G, k) \times (k - \rho(G'_i))$;
  - compute the accumulating subgraph $G_i$;
**end**

*Figure 7: An algorithm for computing the chromatic polynomial of a graph*

![Figure 8: An example](image)

of ways of coloring the new added vertex is computed based on a lower bound on the chromatic number of the corresponding interfacing subgraph.

**Example 4.5** Consider the graph shown in Figure 8. The imposed ordering is denoted by the labels of vertices. The corresponding accumulating subgraphs and interfacing subgraphs are shown in Figure 9. The computed chromatic polynomial is $k(k-1)(k-2)^3$. In this case, that is also the exact chromatic polynomial of the graph. □

**Theorem 4.11** Let $G = (V, E)$ be a graph with $n$ vertices and $\omega$ be an ordering of $V$. Suppose the interfacing subgraphs of $G$ corresponding to $\omega$ are $G'_1, \ldots, G'_n$. Then

$$C(G, k) \leq k \prod_{i=2}^{n} (k - \rho(G'_i)). \quad (5)$$

**Proof** Suppose $G_1, \ldots, G_n$ are the accumulating subgraphs of $G$ corresponding to $\omega$. The proof is by induction on $G_j$, for $1 \leq j \leq n$. In base case, $G_1$ is a graph consisting of one vertex $v_1$, so $C(G_1, k) = k$.

Suppose Equation (5) is satisfied by $G_j$ for some $j$, $1 \leq j < n$. Then consider adding the vertex $v_{j+1}$...
and associated edges into $G_j$ to form $G_{j+1}$. Since $\chi(G'_{j+1})$ is the least number of colors necessary for coloring $G_{j+1}$, we have

$$C(G_{j+1}, k) \leq (k - \chi(G'_{j+1})) C(G_j, k).$$

By Theorem 4.10, we have

$$(k - \chi(G'_{j+1})) C(G_j, k) \leq (k - \rho(G'_{j+1})) C(G_j, k).$$

Therefore, $C(G_{j+1}, k) \leq (k - \rho(G'_{j+1})) C(G_j, k)$. From the hypothesis, we obtain

$$C(G_{j+1}, k) \leq k \prod_{i=2}^{j+1} (k - \rho(G'_i)).$$

Since $G_n = G$, the theorem is proved. □

Since the bound in Equation (5) may depend on the ordering of the vertices in the graph, we use a heuristic to find a “good” ordering. The intuition is that if the degrees of the interfacing subgraphs are smaller, then the lower bound of the chromatic number is more likely to be closer to the chromatic number. Therefore, we use the decreasing order on the degrees of vertices. This is also the ordering proposed by Welsh and Powell for coloring a graph [43]. The ordering in the graph of Figure 8 is such an ordering. The complexity of the algorithm for computing chromatic polynomial of a graph is $O(n^2 \log n + nm)$ for a graph with $n$ vertices and $m$ edges [23].

**Example 4.6** Consider the following predicate:

```
map_color(X1, X2, X3, X4, X5) :-
```
Suppose a finite set of colors is given as the type for variables $X_1, \ldots, X_5$. We can then use the algorithm for computing chromatic polynomial of a graph to estimate the number of solutions generated by predicate $\text{map\_color}$/$5$. The corresponding graph for predicate $\text{map\_color}$/$5$ is that in Example 4.5. From Example 4.5, we know that the number of solutions generated by predicate $\text{map\_color}$/$5$ is bounded above by $k(k-1)(k-2)^3$, where $k$ is the number of colors in the type. In particular, we can immediately conclude that no solutions are possible for this predicate if fewer than 3 colors are used.

4.4 Combining the Algorithms

We now show how to properly combine the algorithms described above in relation size analysis. When type information is available for a predicate, each of its clauses is first checked to see if it can be unfolded into a conjunction of binary non-equality constraints where the variables range over the same finite set of constants. In this case, the constraint graph is constructed and the algorithm for estimating chromatic polynomial of a graph is utilized to estimate the number of solutions possible for those variables. Otherwise, the clause is checked to see if it can be unfolded into a conjunction and/or disjunction of linear arithmetic constraints, and if the types of variables are represented as integer intervals. In this case, the algorithm for estimating the number of $n$-cliques of a consistency graph is employed to estimate the number of bindings possible. In other cases, the general algorithm is used. As in the case of size relationships, recursive literals are handled by using symbolic expressions to denote the number of solutions generated by them, and solving (or giving upper bound estimates to) the resulting difference equations.

The number of solutions for a predicate can then be obtained by combining the expressions for the number of solutions obtained for each of its clauses. Notice that the combining operation for argument size relations is maximization, while summation is used for the expressions for the number of solutions. The number of solutions a predicate can generate is the maximum of the number of solutions that can be generated by each mutually exclusive cluster of clauses; the number of solutions any cluster can generate is bounded by the sum of the number of solutions that can be generated by each clause within the cluster.

5 Time Complexity

This section presents the analysis for estimating the time complexity of predicates. Let $T_p : \mathcal{N}_{1,\infty} \rightarrow \mathcal{N}_{\infty}$ be a function that denotes the time complexity for a predicate $p$ with $n$ input positions. The time complexity of a clause can be bounded by the time complexity of head unification together with the time complexity of each of its body literals. Consider a clause $C$ defined as $\mathcal{H} := L_1, \ldots, L_m$. Because of backtracking, the number of times a literal will be executed depends on the number of solutions that the literals preceding it can generate. Suppose that the input size to clause $C$ is $\bar{n}$, and the input size to literal $L_i$ is $\bar{n}_i$. Then the time complexity of clause $C$ can be expressed as

$$T_C(\bar{n}) \leq \tau + \sum_{i=1}^m \prod_{j < i} \text{Sol}_{L_i}(\bar{n}_j))T_{L_i}(\bar{n}_i),$$

(6)
where $\tau$ is the time needed to resolve the head $H$ of the clause with the literal being solved. Here we use $j < i$ to denote that $L_j$ precedes $L_i$ in the literal dependency graph for the clause.

There are a number of different metrics that can be used as the unit of time complexity in these expressions, e.g., the number of resolutions, the number of unifications, or the number of instructions executed. If the time complexity metric is the number of resolutions, then $\tau$ is 1; if it is the number of unifications, then $\tau$ is the arity of the clause head.

Example 5.1 Consider again the predicate $perm/2$ defined in Example 2.1. The time complexity of the recursive clause of $perm/2$ can be expressed as

$$T_{perm}(head) = \tau + T_{select}(head) + Sol_{select}(head) \times T_{perm}(Sz_{select}(head)).$$

Assume the time complexity metric is the number of resolutions, the time complexity for predicate $select/3$ has been computed as $T_{select} \equiv \lambda x.2x$ (see the Appendix A for details), and $Sol_{select} \equiv \lambda x.x$ and $Sz_{select} \equiv \lambda x.x - 1$ have been computed as in previous sections. Then the time complexity for the recursive clause of $perm/2$ can be simplified to

$$T_{perm}(head) = head \times T_{perm}(head - 1) + 2 \times head + 1.$$ 

This equation can be solved to obtain the time complexity

$$T_{perm} \equiv \lambda x.\sum_{i=1}^{x}(3x/i!) + 3x! - 2.$$ 

with the boundary condition $T_{perm}(0) = 1$ from the first clause. □

As in the case of estimating the number of solutions, the clauses are partitioned into mutually exclusive clusters. The time complexity for each such cluster can be obtained by summing the time complexity for each of its clauses. In addition to that, however, we also need to take into account the failure cost introduced by trying to solve the clauses in other clusters. The failure cost from solving a clause in another cluster can be estimated by considering the sources leading to the mutual exclusion among clauses. This information can be easily produced by mutual exclusion analysis. After the failure costs are added into the time complexity for each cluster, the time complexity of a predicate is then obtained as the maximum of the time complexities of these clusters.

As for the analysis for the number of solutions, it may be necessary to explicitly account for implicit failures, e.g., for the predicate $member/2$ discussed earlier, in order to produce difference equations that can be solved. This can be done in a manner analogous to that for the number of solutions analysis.

### 6 Automatic Solution of Difference Equations

Algorithms for the automatic solution of difference equations have been studied by a number of researchers [5, 16, 31]. It is always possible to reduce a system of linear difference equations to a single linear difference equation in one variable, so it suffices to consider the solution of a single linear difference equation in one variable. The programs in [5, 16, 31] solve linear difference equations with constant coefficients using either characteristic equations or generating functions. Using exponential
generating functions, the problem of solving linear difference equations with polynomial coefficients can be reduced to that of solving ordinary differential equations. Moreover, for first order linear difference equations, there is a simple explicit closed form solution that depends on closed form solutions of sums and products.

Nonlinear difference equations may arise in the analysis for argument size functions, where the size functions for a literal that succeeds a recursive literal are nonlinear. They may also arise in the analysis for the number of solutions, where multiplication is applied to compute the number of instances of arguments. Furthermore, maximum and minimum functions also introduce nonlinearity into the equations. The solution of nonlinear difference equations is generally much more difficult than the solution of linear difference equations. There is, however, a large class of nonlinear difference equations that can be transformed into linear equations by transformation of variables. For example, by taking the logarithm of both sides of an equation, products can be transformed into sums. In addition, although there is no algorithm for solving arbitrary nonlinear difference equations, there are many special form nonlinear difference equations which have known solutions.

Finally, to automate the whole analysis, it is necessary to return a closed form solution for all the difference equations. Since we are computing upper bounds on complexity, it suffices to compute an upper bound on the solution of a set of difference equations, rather than an exact solution. This can be done by simplifying the equations using transformations such that a solution to the transformed equations is guaranteed to be an upper bound on the solution to the original equations. In particular, difference equations involving max and min—which occur frequently when analyzing logic programs—are considered to be nonlinear, and there is no general method for solving them. However, since we are interested in computing upper bounds, such equations can be simplified to eliminate occurrences of max and min such that solutions to the resulting equation will be an upper bound on solutions to the original equation. The essential idea here is the following: in an expression $\max(e_1, e_2)$, if one of the (non-negative) expressions is provably an upper bound on the other for all assignments of values to the variables occurring in them, then this expression is clearly the maximum; otherwise, the maximum is bounded above by the sum $e_1 + e_2$. The situation is somewhat simpler for min: if neither expression is a provable lower bound on the other, then either of the two expressions can be chosen as a conservative upper bound on the minimum. There are many possible ways to generalize this basic approach to more than two expressions: the main concern is the tradeoff between the precision and efficiency of the computation, and the appropriate choice is left to the implementors.

It is, unfortunately, rather difficult to syntactically characterize the classes of programs that can be analyzed by our approach. The reason is that such a characterization basically boils down to characterizing programs that give rise to difference equations of a certain kind, namely, linear difference equations with constant or polynomial equations. Now the exact form of the difference equations that are obtained for a predicate depend on the size measures under consideration, i.e., it is difficult to give an abstract characterization of programs that are analyzable without a careful consideration of the particular size measures involved, and this can become a rather lengthy discussion. To make matters worse, even nonlinear equations can sometimes be transformed into linear equations that can be solved and the solutions transformed back solutions for the original equation. So a discussion of what programs can be analyzed would have to get into these kinds of transformations as well. The details get quite messy, and are beyond the scope of this paper.
7 Implementation

CASLOG (Complexity Analysis System for LOGic) is a prototype implementation of the techniques described in previous sections. It consists of five major components: a preprocessor, argument size analyzer, number of solution analyzer, time complexity analyzer and difference equation solver. The organization of CASLOG is shown in Figure 10.

The preprocessor consists of five modules: mode analysis, data dependency analysis, mutual exclusion analysis, type analysis and size measure analysis. At this time, mode analysis, type analysis and size measure analysis have not been implemented (as indicated by dashed boxes in Figure 10) and the users have to supply this information via declarations in the program. Data dependency analysis uses mode information to build an argument dependency graph and a literal dependency graph for each clause, while mutual exclusion analysis classifies the clauses into mutually exclusive clusters for each predicate.

The argument size analyzer applies size measure information to derive the set of argument size relations associated with each clause, and computes the argument size functions for each output position in the clause head by performing normalization on the set of argument size relations.

The number of solution analyzer is divided into two subcomponents: the relation size analyzer and the solution size analyzer. In relation size analysis, when type information is available for a predicate, the predicate is checked to see if it can be unfolded into a conjunction of binary nonequality constraints, or a conjunction and/or disjunction of linear arithmetic constraints. In this case, the appropriate special algorithm is used to estimate the relation size of the predicate. Otherwise, the general algorithm is used to estimate the relation size of the predicate. The general algorithm is used for solution size analysis.

The time complexity analyzer combines information about argument sizes and number of solutions to estimate the time complexity function for each predicate.

In argument size analysis, solution size analysis and time complexity analysis, the cost expressions for recursive clauses are in the form of difference equations. A difference equation solver has been implemented in CASLOG. It can solve a number of common classes of difference equations, e.g., first order linear difference equations, second order linear difference equations with constant coefficients, difference equations from divide-and-conquer paradigm and a special class of difference equations derivable from clauses with the size measure term-size. Apart from this, we have incorporated the Maple Symbolic Computation System [4] into CASLOG, so that the system can resort to Maple when the difference equations encountered cannot be handled by its difference equation solver. If neither our difference equation solver nor Maple can deal with the difference equations encountered, a conservative upper bound, $\lambda^2 \cdot \infty$, is returned.

The core modules of the system consists of the argument size analyzer, the relation size and solution size analyzer, and the time complexity analyzer. These modules share several common features: depending on data dependency information to compute the complexity expressions for each clause, relying on mutual exclusion information to compose the complexity expressions for a predicate from the expressions of its clauses, and resorting to difference equation solver to analyze recursive clauses. These common features allow the analyses to be performed in a unified framework that simplifies proofs of correctness and the implementation of the algorithms. This framework is then enhanced by incorporating two special algorithms to improve the relation size analysis for two special classes of predicates. The
Figure 10: Organization of CASLOG
system is implemented on top of SICStus Prolog [2]. Preliminary results on the speed of the system, running on a Sparcstation-2 with 64 Mbytes of memory, is given in Appendix B.

There are some programs that the system cannot deal with very well. These include transitive closure programs, where the problem is that it is not clear what size measures to use; chain programs, i.e., programs where the output of a recursive literal is used as input by another recursive literal, as is the case, for example, in a doubly recursive transitive closure program—such programs are not well connected, and as a result yield difference equations that cannot be solved; and programs that use accumulators, where the resultant complexity functions may not be solvable (however, these programs are analyzable provided that the user indicates, in the size measure annotations, which arguments are being used as accumulators and should therefore be ignored). The system also suffers an undesirable loss in precision when dealing with some divide-and-conquer programs, where the sizes of output positions for “divide” predicates may be dependent, while we handle them independently: because of this, the complexity of the $qsort/2$ predicate in Example 5 of Appendix B is inferred to be exponential rather than quadratic.

8 Soundness

In this section we sketch a soundness proof of our method. We call a predicate size-monotonic if its argument size functions are monotonic on its input size. Here we assume that all the predicates in the program are size-monotonic.

The size relations in argument size analysis are sound because if $size(t)$ is defined on $t$ and $diff(t_1, t_2)$ is defined on $(t_1, t_2)$, then by definition $size(\theta(t)) = size(t)$ and $diff(\theta(t_1), \theta(t_2)) = diff(t_1, t_2)$ for any substitution $\theta$. Since the transformations applied during normalization replace a term by another equal or larger term, and all the predicates are size-monotonic, the normalization is also sound. Therefore, the soundness of argument size analysis is reduced to the soundness of difference equation solver. A sound difference equation solver can be achieved by always returning an upper bound of the solution to the original equations, as described in Section 6.

In Theorems 4.1 - 4.6, 4.9 and 4.11, all the properties described satisfy the upper bound requirement. Since the computation for relation size and solution size involves only the summations and products of positive quantities, and the expression for an input term is the sum of the expressions for its subterms for recursive clauses (i.e., monotonicity is satisfied), the soundness of number of solutions analysis follows immediately from the soundness of argument size analysis and difference equation solver.

Equation (6), which is used to compute time complexity, involves only summations and products of positive quantities, and the expression for an input term is the sum of the expressions for its subterms for recursive clauses (i.e., monotonicity is satisfied). Consequently, the soundness of time complexity analysis follows immediately from the soundness of argument size analysis, number of solutions analysis and difference equation solver.

9 An Application: Task Granularity Analysis

While logic programming languages offer a great deal of scope for parallelism, there is usually some overhead associated with the execution of goals in parallel because of the work involved in task creation, communication, scheduling, migration and so on. In practice, therefore, the “granularity” of a goal, i.e., an estimate of the work available under it, should be taken into account when deciding whether not
to execute a goal concurrently as a separate task. The cost analysis described in the previous sections can be applied to this problem: the idea is to compute a estimate of the time complexity $T_p(n)$ of a predicate $p$ on an input of size $n$ at compile time. This expression is evaluated at runtime, when the size of the input is known, and yields an estimate of the work available in a call to the predicate. For example, given a predicate defined by

$$p([], []).$$

$$p([H|L]) :- q(H), p(L).$$

assume that the literals $q(H)$ and $p(L)$ in the body of the second clause can be shown to be independent, so that these literals are candidates for concurrent execution. Suppose the expression $T_q(n)$ giving the cost of $q$ on an input of size $n$ is $3n^2$, and suppose the cost of creating a concurrent task is 48 units of computation. Then, the code generated for the second clause might be of the form

$$n := \text{size}(H);$$

if $3n^2 < 48$ then execute $q$ and $p$ sequentially as a single task

else execute $q$ and $p$ concurrently as separate tasks

Of course, this could be simplified further at compile time, so that the code actually executed at runtime might be of the form

if $\text{size}(H) < 4$ then execute $q$ and $p$ sequentially as a single task

else execute $q$ and $p$ concurrently as separate tasks

The ideas described above were tested by experiments on a four-processor Sequent Symmetry, using two different Prolog systems: ROLOG [17] and \&-Prolog [14]. Most programs reported some performance improvement due to granularity control: the speedups ranged from 2% to 32% on ROLOG, and from 0% to 26% on \&-Prolog. On a few programs, there was a net slowdown (19.5% in one case in ROLOG, and about 16% in one \&-Prolog benchmark), because the cost analysis did not take into account the additional cost of maintaining input size information and testing it at each level of recursion. The interested reader is referred to [9] for details. While many of the compilation and code generation issues remain to be worked out in full detail, these experiments suggest that reasonable performance improvements can be obtained from appropriate control of task granularity in parallel logic programs.

10 Related Work

Van Gelder has investigated an approach to reasoning about the constraints between the argument sizes of predicates, using concepts from computational geometry [39]. To reasoning about the termination of procedures, he uses linear inequalities to represent the size relationships among the arguments of a predicate, while for each output argument we represent its size as a function in terms of the input size and the function may be nonlinear.

Lipton and Naughton have applied adaptive sampling techniques to estimate the number of solutions of database query [25]. Their method estimates the query size dynamically at run-time, in contrast our method is a static analysis performed at compile-time.

Much of the work on automatic complexity analysis is in the context of functional programming languages [12, 15, 21, 34, 37, 41, 44]. We extend their work by being able to handle nondeterminism and
the generation of multiple solutions via backtracking in logic programs. Kaplan considers the analysis of the average-case complexity of logic programs [18], but his approach cannot handle programs that can produce multiple solutions, thereby excluding many interesting programs.

Knuth [20] and Purdom [33] have exploited random sampling techniques to estimate the efficiency of backtracking algorithms. The primary difference is that their method is dynamic, whereas our method is static.

11 Conclusions

This paper develops a method for (semi-)automatic analysis of the worst-case cost of a large class of logic programs. The primary contribution of this paper is that it shows how to deal with nondeterminism and the generation of multiple solutions via backtracking. Nondeterminism and the ability to backtrack and produce multiple solutions complicates control flow in logic programs considerably, making cost analysis of nondeterministic programs much harder than for traditional languages. It turns out that knowledge about the number of solutions each predicate can generate is required in addition to knowledge about the size relationships between arguments of predicates. The method is sound for predicates whose argument size functions are monotonic on the size of input. Applications include program transformation, automatic program synthesis, software engineering and parallelization of programs.
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A An Example

This appendix considers in detail the analysis of the perm program. This example has been chosen because it is simple, yet shows the interaction of different recursive predicates. The program is as follows:

\[
\text{perm}([], []). \\
\text{perm}(X, [R | Rs]) :- \text{select}(R, X, Y), \text{perm}(Y, Rs).
\]

\[
\text{select}(X, [X | Xs], Xs).
\]

\[
\text{select}(X, [Y | Ys], [Y | Zs]) :- \text{select}(X, Ys, Zs).
\]

We start with the analysis for argument size functions. First, consider the predicate select/3, called with the second argument as the input argument. Using the size measure list length, the size relations for the body literal of the recursive clause are

\[
\begin{align*}
\text{body}1 \leq & S_{\text{select}}^{(1)} (\text{body}2), \\
\text{body}2 \leq & \text{size}(Ys) = \text{head}2 + \text{diff}([Y | Ys], Ys) = \text{head}2 - 1, \\
\text{body}3 \leq & S_{\text{select}}^{(3)} (\text{body}2),
\end{align*}
\]

where and hereafter the expressions being substituted for during normalization are underlined for clarity. The size relations for the output positions in the head of the recursive clause are

\[
\begin{align*}
\text{head}1 \leq & \text{size}(X) = \text{body}1 + \text{diff}(X, X) = \text{body}1, \\
\text{head}3 \leq & \text{size}(Y | Zs) = \text{size}(Zs) + 1 = \text{body}3 + \text{diff}(Zs, Zs) + 1 = \text{body}3 + 1.
\end{align*}
\]

Normalization then yields the relations

\[
\begin{align*}
\text{head}1 \leq & S_{\text{select}}^{(1)} (\text{head}2 - 1), \\
\text{head}3 \leq & S_{\text{select}}^{(3)} (\text{head}2 - 1) + 1.
\end{align*}
\]

In addition, from the first clause, we can obtain the following relations as boundary conditions

\[
\begin{align*}
\text{head}1 \leq & \text{size}(X) = \text{head}2 + \text{diff}([X | Xs], X) = -, \\
\text{head}3 \leq & \text{size}(Xs) = \text{head}2 + \text{diff}([X | Xs], Xs) = \text{head}2 - 1.
\end{align*}
\]

Therefore, we have the following two sets of equations

\[
S_{\text{select}}^{(1)} (x) = S_{\text{select}}^{(1)} (x - 1),
\]
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\[ Sz_{select}^{(1)}(x) = -; \]
\[ Sz_{select}^{(3)}(x) = Sz_{select}^{(3)}(x - 1) + 1, \]
\[ Sz_{select}^{(3)}(x) = x - 1. \]

These equations are solved to obtain \( Sz_{select}^{(1)} \equiv \lambda x. - \) and \( Sz_{select}^{(3)} \equiv \lambda x. x - 1. \)

Next, consider the predicate \( perm/2 \), called with the first argument as the input argument. The size relations for the body literals of the recursive clause are

\[
\begin{align*}
body_1[1] & \leq Sz_{select}^{(1)}(body_1[2]), \\
body_1[2] & \leq \text{size}(X) = head[1] + \text{diff}(X, X) = head[1], \\
body_1[3] & \leq Sz_{select}^{(3)}(body_1[2]), \\
body_2[1] & \leq \text{size}(Y) = body_1[3] + \text{diff}(Y, Y) = body_1[3], \\
body_2[2] & \leq Sz_{perm}^{(2)}(head[1]).
\end{align*}
\]

and the size relation for the output position in the head of the recursive clause is

\[ head[2] \leq \text{size}([R \mid Rs]) = \text{size}(Rs) + 1 = body_2[2] + \text{diff}(Rs, Rs) + 1 = body_2[2] + 1. \]

When normalized, this yields the relation

\[ head[2] \leq Sz_{perm}^{(2)}(head[1] - 1) + 1. \]

In addition, from the first clause, we can obtain the relation \( head[2] \leq 0 \) as a boundary condition. Thus we have the following set of equations

\[
\begin{align*}
Sz_{perm}^{(2)}(x) & = Sz_{perm}^{(2)}(x - 1) + 1, \\
Sz_{perm}^{(2)}(0) & = 0.
\end{align*}
\]

These equations can be solved to obtain \( Sz_{perm}^{(2)} \equiv \lambda x. x \), i.e. the size of the output of predicate \( perm/2 \) is bounded by the size of its input.

This shows how normalization of size relations can be used to track argument sizes. We then continue with the analysis for the number of solutions a predicate can generate. First, consider the predicate \( select/3 \). Since predicate \( select/3 \) is recursive, we obtain \( Rel_{select} \equiv \infty \). To compute \( Sol_{select} \), given the size relations and functions computed earlier, the number of bindings possible for variables in the recursive clause can be computed as follows. We first set \( N[y_1] = N[y_2] = 1 \). Using Theorem 4.1, we obtain

\[
\begin{align*}
O_1 & = N[y_2] \times Sol_{select}(body_1[2]) = Sol_{select}(head[2] - 1), \\
N[x] & = N[z] = min\{O_1, Rel_{select}\} = Sol_{select}(head[2] - 1).
\end{align*}
\]

Using Theorem 4.4, the number of possible outputs for the head is
\[
\text{instance}(\langle X, [Y | Z] \rangle) = \min \{ N_X \times N_Y \times B_{[Z]}, O_1 \} = \text{Sol}_{\text{select}}(\text{head}[2] - 1).
\]

Thus we have the equation

\[\text{Sol}_{\text{select}}(x) = \text{Sol}_{\text{select}}(x - 1).\]

In addition, from the first clause, we obtain the equation \(\text{Sol}_{\text{select}}(x) = 1\). Because the two clauses are in the same mutually exclusive cluster, we sum these two equations, and obtain

\[\text{Sol}_{\text{select}}(x) = \text{Sol}_{\text{select}}(x - 1) + 1.\]

This equation can be solved, with boundary condition \(\text{Sol}_{\text{select}}(0) = 0\) (accounting explicitly for implicit failure in the base case) to obtain \(\text{Sol}_{\text{select}} \equiv \lambda x. x\), i.e. the predicate select/3 will generate at most \(x\) solutions for an input of size \(x\).

Next, consider the predicate \text{perm}/2. As in the case of predicate select/3, we obtain \(\text{Rel}_{\text{perm}} \equiv \infty\). To compute \(\text{Sol}_{\text{perm}}\), we first set \(N_X = 1\). Using Theorem 4.1, we obtain

\[
\begin{align*}
O_1 &= N_X \times \text{Sol}_{\text{select}}(\text{body}[1]) = \text{head}[1], \\
N_{[R]} &= \min \{ O_1, \text{Rel}_{\text{select}} \} = \text{head}[1], \\
N_{[Y]} &= \min \{ O_1, \text{Rel}_{\text{select}}, \text{Rel}_{\text{perm}} \} = \text{head}[1]; \\
O_2 &= N_{[Y]} \times \text{Sol}_{\text{perm}}(\text{body}[1]) = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1), \\
N_{[R]S} &= \min \{ O_2, \text{Rel}_{\text{perm}} \} = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1),
\end{align*}
\]

Using Theorem 4.5, since \(\{ Y \} \subseteq \{ R, X, Y \}\), \(\text{instance}(Y) = \text{head}[1] = O_1\), \(\text{instance}(Y) \leq \text{Rel}_{\text{perm}}\), and \(\text{instance}(Y) \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1) = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1) \leq \text{Rel}_{\text{perm}}\), we obtain

\[
\text{instance}(\langle R, [Y | Z] \rangle) = \min \{ N_{[R]}, N_{[Y]}, O_2 \} = \text{head}[1] \times \text{Sol}_{\text{perm}}(\text{head}[1] - 1).
\]

Thus, we have the equation

\[\text{Sol}_{\text{perm}}(x) = x \times \text{Sol}_{\text{perm}}(x - 1).\]

This equation can be solved, with the boundary condition \(\text{Sol}_{\text{perm}}(0) = 1\) from the first clause of \text{perm}/2, to obtain \(\text{Sol}_{\text{perm}} \equiv \lambda x. x!\).

The analysis for time complexity now proceeds as follows: first, we consider the clauses defining predicate select/3. Using the number of resolutions as the time complexity metric, the difference equations representing the time complexity for the clauses are

\[
\begin{align*}
T_{\text{select}}(\text{head}[2]) &= 1, \\
T_{\text{select}}(\text{head}[2]) &= T_{\text{select}}(\text{body}[2]) + 1 = T_{\text{select}}(\text{head}[2] - 1) + 1.
\end{align*}
\]

Summing these two equations, we obtain
\[ T_{\text{select}}(\text{head}[2]) = T_{\text{select}}(\text{head}[2] - 1) + 2. \]

This equation can be solved, with the boundary condition \( T_{\text{select}}(0) = 0 \), from the implicit failure, to yield

\[ T_{\text{select}} \equiv \lambda x.2x. \]

This is then applied to the clauses defining predicate \( \text{perm}/2 \). The difference equations representing the time complexity for the clauses are

\[
\begin{align*}
T_{\text{perm}}(0) &= 1, \\
T_{\text{perm}}(\text{head}[1]) &= T_{\text{select}}(\text{body}[2]) + S_{\text{select}}(\text{body}[2]) \times T_{\text{perm}}(S_{\text{select}}(\text{body}[2])) \\
&= \text{head}[1] \times T_{\text{perm}}(\text{head}[1] - 1) + 2 \times \text{head}[1] + 1.
\end{align*}
\]

These equations can then be solved to obtain the time complexity

\[ T_{\text{perm}} \equiv \lambda x. \sum_{i=1}^{x} (3x!/i!) + 3x! - 2. \]

**B Examples**

This appendix contains several examples of programs analyzed by the CASLOG system. In each case, we show the input program (including mode and size measure declarations that are currently necessary), the cost expressions inferred by CASLOG, and the total analysis time on a Sparcstation-2. The measure of time complexity, for each example, is the number of resolutions (procedure calls).

1. **Naive Reverse**: A very simple recursive program with two recursive predicates:

**Input**:

\[
\begin{align*}
&:- \text{mode}(\text{nrev}/2,[+,-]). \\
&:- \text{measure}(\text{nrev}/2,[\text{length}, \text{length}]). \\
&\quad \text{nrev}([\text{H} | \text{L}], \text{R}) :- \text{nrev}(	ext{L}, \text{R}1), \text{append}(	ext{R1}, [\text{H}], \text{R}).
\end{align*}
\]

\[
\begin{align*}
&:- \text{mode}(\text{append}/3,[+,+,-]). \\
&:- \text{measure}(\text{append}/3,[\text{length}, \text{length}, \text{length}]). \\
&\quad \text{append}([], \text{L}, \text{L}). \\
&\quad \text{append}([\text{H} | \text{L}], \text{L1}, [\text{H} | \text{R}]) :- \text{append}(	ext{L}, \text{L1}, \text{R}).
\end{align*}
\]

**Cost Expressions Inferred**:

\[
\begin{align*}
S_{\text{nrev}}^{(2)} &\equiv \lambda x.x; \\
R_{\text{nrev}} &\equiv \infty; \\
S_{\text{select}} &\equiv \lambda x.1; \\
T_{\text{nrev}} &\equiv \lambda x.0.5x^2 + 1.5x + 1.
\end{align*}
\]
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\[ Sz^{(3)}_{\text{append}} \equiv \lambda (x,y).x + y; \]
\[ \text{Rel}_{\text{append}} \equiv \infty; \]
\[ \text{Sol}_{\text{append}} \equiv \lambda (x,y).1; \]
\[ T_{\text{append}} \equiv \lambda (x,y).x + 1. \]

**Total Analysis Time:** 0.20 secs.

### 2. Fibonacci

A simple program illustrating double recursion:

**Input:**

```prolog
:- mode(fib/2, [+,-]).
:- measure(fib/2, [int,int]).
fib(0,0).
fib(1,1).
fib(M,N) :- M > 1, M1 is M-1, M2 is M-2, fib(M1,N1), fib(M2,N2), N is N1+N2.
```

**Cost Expressions Inferred:**

\[ Sz^{(2)}_{\text{fib}} \equiv \lambda x.0.447 \times 1.618^x - 0.447 \times (-0.618)^x; \]
\[ \text{Rel}_{\text{fib}} \equiv \infty; \]
\[ \text{Sol}_{\text{fib}} \equiv \lambda x.1; \]
\[ T_{\text{fib}} \equiv \lambda x.1.447 \times 1.618^x + 0.552 \times (-0.618)^x - 1. \]

**Total Analysis Time:** 0.20 secs.

### 3. Flatten

This program flattens nested lists into a “flat” list. It shows how CASLOG uses knowledge about the behavior of control constructs such as `cut` (‘!’) to infer mutual exclusion between clauses, thereby allowing a more precise analysis.

**Input:**

```prolog
:- mode(flatten/2, [+,-]).
:- measure(flatten/2, [size,length]).
flatten(X,[X]) :- atomic(X), X \== [],!.
flatten([],[]).
flatten([X|Xs],Ys) :- flatten(X,Ys1), flatten(Xs,Ys2), append(Ys1,Ys2,Ys).
```

**Cost Expressions Inferred:**

\[ Sz^{(2)}_{\text{flatten}} \equiv \lambda x.x; \]
\[ \text{Rel}_{\text{flatten}} \equiv \infty; \]
\[ \text{Sol}_{\text{flatten}} \equiv \lambda x.1; \]
\[ T_{\text{flatten}} \equiv \lambda x.0.5x^2 + x + 0.5. \]

**Total Analysis Time:** 0.21 secs.
4. Towers of Hanoi:

Input:

```prolog
:- mode(hanoi/5, [+,-,+,-,+]).
:- measure(hanoi/5, [int, void, void, void, length]).

hanoi(1,A,B,C, [mv(A,C)]).

hanoi(N,A,B,C,M) :-
    N > 1, N1 is N-1,
    hanoi(N1,A,C,B,M1), hanoi(N1,B,A,C,M2),
    append(M1, [mv(A,C)], T), append(T, M2, M).
```

Cost Expressions Inferred:

\[ Sz_{hanoi}^{(5)} = \lambda x.2^x - 1; \]
\[ Rel_{hanoi} \equiv \infty; \]
\[ Sol_{hanoi} \equiv \lambda x.1; \]
\[ T_{hanoi} = \lambda x.2^x + 2^{x+1} - 2. \]

Total Analysis Time: 0.49 secs.

5. Quicksort: A divide-and-conquer program. CASLOG has trouble with this one because it does not keep track of the fact that the size of the two outputs of part/4 are not independent, and as a result gives a rather pessimistic estimate of the time complexity of qsort/2.

Input:

```prolog
:- mode(qsort/2, [+,-]).
:- measure(qsort/2, [length, length]).
qsort([], []).
qsort([First|L1], L2) :-
    part(First, L1, Ls, Lg),
    qsort(Ls, Ls2), qsort(Lg, Lg2),
    append(Ls2, [First|Lg2], L2).

:- mode(part/4, [+,-,-,-]).
:- measure(part/4, [void, length, length, length]).
part(F, [], [], []).
part(F, [X|Y], [X|Y1], Y2) :- X =< F, part(F, Y, Y1, Y2).
part(F, [X|Y], Y1, [X|Y2]) :- X > F, part(F, Y, Y1, Y2).
```

Cost Expressions Inferred:

\[ Sz_{qsort}^{(2)} = \lambda x.2^x - 1; \]
\[ Rel_{qsort} \equiv \infty; \]
\[ Sol_{qsort} \equiv \lambda x.1; \]
\[ T_{qsort} = \lambda x.\sum_{i=1}^{x}(2x+1) + x2^{x+1} + 2^{x+1} - 1. \]
\[ Sz_{\text{part}}^{(3)} \equiv \lambda x. x; \]
\[ Sz_{\text{part}}^{(4)} \equiv \lambda x. x; \]
\[ \text{Rel}_{\text{part}} \equiv \infty; \]
\[ \text{Sol}_{\text{part}} \equiv \lambda x. 1; \]
\[ T_{\text{part}} \equiv \lambda x. x + 1. \]

**Total Analysis Time:** 0.55 secs.

6. N-Queens: A nondeterministic predicate that can generate multiple solutions via backtracking:

**Input:**

```prolog
:- mode(safe/2,[+,-]).
:- measure(safe/2,[int,length]).
safe(N,Queens) :- extend(N,N,Queens).

:- mode(extend/3,[+,-]).
:- measure(extend/3,[int,int,length]).
extend(0,_,[]).
extend(M,N,[q(M,Q)|Selected]) :-
    M > 0, M1 is M-1,
    extend(M1,N,Selected), choose(N, Q), consistent(q(M,Q),Selected).

:- mode(consistent/2,[+]).
:- measure(consistent/2,[void,length]).
consistent(_,[]).
consistent(Q,[Q1|Rest]) :- noattack(Q,Q1), consistent(Q,Rest).

:- mode(noattack/2,[+]).
:- measure(noattack/2,[void,void]).
nnoattack(q(X1,Y1),q(X2,Y2)) :-
    Y1 =\= Y2, X is X1-X2, Y is Y1-Y2, Z is Y2-Y1, X =\= Y, X =\= Z.

:- mode(choose/2,[-]).
:- measure(choose/2,[int,int]).
choose(N,N) :- N > 0.
choose(N,N) :- N > 0, N1 is N-1, choose(N1,N).
```

**Cost Expressions Inferred:**

\[ Sz_{\text{safe}}^{(2)} \equiv \lambda x. x; \]
\[ \text{Rel}_{\text{safe}} \equiv \infty; \]
\[ \text{Sol}_{\text{safe}} \equiv \lambda x. x^r; \]
\[ T_{\text{safe}} \equiv \lambda x. \sum_{r=1}^n \left(2ix^i\right) + x^{r+1}/(x-1) - x/(x-1) + x + 2. \]
\[ Sz_{\text{extend}}^{(3)} \equiv \lambda(x,y). x; \]
\[ \text{Rel}_{\text{extend}} \equiv \infty; \]
Sol_{extend} \equiv \lambda(x,y).y^x;
T_{extend} \equiv \lambda(x,y). \sum_{i=1}^{x} (2iy^i) + y^{x+1}/(y-1) - y/(y-1) + x + 1.

Rel_{consistent} \equiv \infty;
Sol_{consistent} \equiv \lambda x.1;
T_{consistent} \equiv \lambda x.2x + 1.

Rel_{noattack} \equiv \infty;
Sol_{noattack} \equiv \lambda x.1;
T_{noattack} \equiv \lambda x.1.

Sz_{choose}^{(2)} \equiv \lambda x.x;
Rel_{choose} \equiv \infty;
Sol_{choose} \equiv \lambda x.x;
T_{choose} \equiv \lambda x.2x.

Total Analysis Time: 0.85 secs

7. Permutation: A nondeterministic program that generates permutations of a list. Note that for the predicate select/3, implicit failure in the base case has to be accounted for explicitly.

Input:
:- mode(perm/2,[+, -]).
:- measure(perm/2,[length, length]).
perm([], []).
perm([X|Xs],[R|Rs]) :- select(R,[X|Xs],Y), perm(Y,Rs).

:- mode(select/3,[-, +, -]).
:- measure(select/3,[void, length, length]).
select(X,[X|Xs],Xs).
select(X,[Y|Ys],[Y|Zs]) :- select(X,Ys,Zs).

Cost Expressions Inferred:
$Sz_{perm}^{(2)} \equiv \lambda x. x$;
Rel_{perm} \equiv \infty;
Sol_{perm} \equiv \lambda x. x!;
T_{perm} \equiv \lambda x. \sum_{i=1}^{x} (3x!/i!) + 3x! - 2.$

$Sz_{select}^{(1)} \equiv \lambda x. -1$;
$Sz_{select}^{(3)} \equiv \lambda x. x - 1$;
Rel_{select} \equiv \infty;
Sol_{select} \equiv \lambda x. x;
T_{select} \equiv \lambda x. 2x.$

Total Analysis Time: 0.33 secs
8. Eight-Queens: A very different program from the \textit{n}-queens program shown above, this illustrates how linear arithmetic constraints are handled. This program is only the "test" portion of a generate-and-test program: for this reason, all arguments of \texttt{queen/8} are inputs, the number of solutions per input is 1, and the time complexity for \texttt{queen/8} is much smaller than its relation size.

\textbf{Input:}

\begin{verbatim}
:- mode(queen/8, [+,+,+,+,+,+,+,+]).
:- measure(queen/8, [int, int, int, int, int, int, int, int]).
:- domain(queen/8, [1-8, 1-8, 1-8, 1-8, 1-8, 1-8, 1-8, 1-8]).
queen(X1, X2, X3, X4, X5, X6, X7, X8) :- safe([X1, X2, X3, X4, X5, X6, X7, X8]).

:- mode(safe/1, [+]).
:- measure(safe/1, [length]).
safe([]).
safe([X|L]) :- noattacks(L, X, 1), safe(L).

:- mode(noattacks/3, [+,+,+]).
:- measure(noattacks/3, [length, int, void]).
noattacks([], _, _).
noattacks([Y|L], X, D) :- noattack(X, Y, D), D1 is D+1, noattacks(L, X, D1).

:- mode(noattack/3, [+,+,+]).
:- measure(noattack/3, [int, int, void]).
noattack(X, Y, D) :- X \not\equiv Y, Y-X \not\equiv D, Y-X \not\equiv -D.
\end{verbatim}

\textbf{Cost Expressions Inferred:}

\begin{verbatim}
Rel_{queen} \equiv 46312;
Sol_{queen} \equiv \lambda(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8).1;
T_{queen} \equiv \lambda(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8).83.

Rel_{safe} \equiv \infty;
Sol_{safe} \equiv \lambda x.1;
T_{safe} \equiv \lambda x.2x^2 + x + 1.

Rel_{noattacks} \equiv \infty;
Sol_{noattacks} \equiv \lambda(x, y).1;
T_{noattacks} \equiv \lambda(x, y).2x + 1.

Rel_{noattack} \equiv \infty;
Sol_{noattack} \equiv \lambda(x, y).1;
T_{noattack} \equiv \lambda(x, y).1.
\end{verbatim}

\textbf{Total Analysis Time:} 5.32 secs.

9. Map Coloring: A simple program that illustrates the handling of binary nonequality constraints. The predicate \texttt{c/3} is included to illustrate the use of unfolding during analysis. As for the previous
example, this program is only the "test" component of a generate-and-test program.

Input:

\[
\begin{align*}
\text{color}(A,B,C,D,E) & : A =\n= B, A =\n= C, A =\n= D, A =\n= E, \text{c(B,C,D), } C =\n= E. \\
\text{mode} & : \text{mode(color/5, [+,+,+,+,+])}. \\
\text{measure} & : \text{measure(color/5, [int,int,int,int,int])}. \\
\text{domain} & : \text{domain(color/5, [[1,2,3,4,5],[1,2,3,4,5],[1,2,3,4,5],[1,2,3,4,5]],),}. \\
\text{c} & : \text{c(X,Y,Z) :- } X =\n= Y, X =\n= Z. \\
\text{c} & : \text{c(X,Y,Z) :- } X =\n= Y, X =\n= Z. \\
\text{Rel}_{\text{color}} & : 540; \\
\text{Sol}_{\text{color}} & : \lambda(x_1, x_2, x_3, x_4, x_5).1; \\
\text{T}_{\text{color}} & : \lambda(x_1, x_2, x_3, x_4, x_5).2. \\
\text{Rel}_{\text{c}} & : 80; \\
\text{Sol}_{\text{c}} & : \lambda(x_1, x_2, x_3).1; \\
\text{T}_{\text{c}} & : \lambda(x_1, x_2, x_3).1. \\
\text{Total Analysis Time} & : 0.21 \text{ secs}. \\
\end{align*}
\]

10. Precedence Scheduling: A program that illustrates the handling of arithmetic constraints. This program only tests whether the inputs given satisfy the precedence constraints given.

Input:

\[
\begin{align*}
\text{mode} & : \text{mode(schedule/7, [+,+,+,+,+,+,+])}. \\
\text{measure} & : \text{measure(schedule/7, [int,int,int,int,int,int])}. \\
\text{domain} & : \text{domain(schedule/7, [0-10,0-10,0-10,0-10,0-10,0-10,0-10,0-10]]. \\
\text{schedule} & : \text{schedule}(A,B,C,D,E,F,G) :- \\
& B := A+1, C := A+1, D := A+1, E := B+5, \\
& E := C+3, F := D+5, F := E+2, G := F+1. \\
\text{Rel}_{\text{schedule}} & : 71; \\
\text{Sol}_{\text{schedule}} & : \lambda(x_1, x_2, x_3, x_4, x_5, x_6, x_7).1; \\
\text{T}_{\text{schedule}} & : \lambda(x_1, x_2, x_3, x_4, x_5, x_6, x_7).1. \\
\text{Total Analysis Time} & : 1.42 \text{ secs}. \\
\end{align*}
\]