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ABSTRACT
After several IPv4 address exhaustion milestones in the last three
years, it is becoming apparent that the world is running out of IPv4
addresses, and the adoption of the next generation Internet proto-
col, IPv6, though nascent, is accelerating. In order to better un-
derstand this unique and disruptive transition, we explore twelve
metrics using ten global-scale datasets to create the longest and
broadest measurement of IPv6 adoption to date. Using this per-
spective, we find that adoption, relative to IPv4, varies by two or-
ders of magnitude depending on the measure examined and that
care must be taken when evaluating adoption metrics in isolation.
Further, we find that regional adoption is not uniform. Finally, and
perhaps most surprisingly, we find that over the last three years, the
nature of IPv6 utilization—in terms of traffic, content, reliance on
transition technology, and performance—has shifted dramatically
from prior findings, indicating a maturing of the protocol into pro-
duction mode. We believe IPv6’s recent growth and this changing
utilization signal a true quantum leap.

Categories and Subject Descriptors
C.2.5 [Local and Wide-Area Networks]: Internet
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1. INTRODUCTION
IPv4 is the common thread that has held the Internet together

since its very early years, and, thus, it is both the most important
and most widely-deployed networking protocol in existence. For
basic end-to-end connectivity, devices need to have a unique IP ad-
dress, but the world is rapidly running out of available IPv4 address
space. Thus, if we want the Internet to continue growing and de-
livering its societal and economic benefits for the next generation,
we have a challenge. In just the three years since February 2011,
the organizations responsible for allocating IPv4 addresses, includ-
ing the Internet Assigned Numbers Authority (IANA), as well as
two of its five subordinate regional Internet registries (RIRs) have
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either completely exhausted address space or resorted to rationing
their final address block. It appears that after years of both architec-
ture changes and stop-gap measures forestalling IPv4 address ex-
haustion (e.g., classless interdomain routing [CIDR] [12], network
address translation [NAT] [37]) the Internet has now begun its first
core protocol change. Exhaustion is providing increased impetus
for the network to finally adopt the next version of IP, IPv6. We
show that, while raw IPv6 Internet traffic is still a small fraction
(0.64%), the nature of its use and the trajectory of growth have
shifted dramatically, and, consequently, IPv6 should no longer be
dismissed by researchers as an uninteresting rarity.

In this paper, our aim is to empirically understand the adoption
of IPv6. A once-in-a-lifetime opportunity to observe technological
change on such a grand scale, this is both practically and scientifi-
cally important. However, with a handful of exceptions, most of the
individual assessments of IPv6 that the community has produced,
to date, are anecdotal (e.g., using one server’s, campus’s or Internet
exchange point’s perspective) and/or focus on only a single aspect
of IPv6 adoption (e.g., route advertisement). No single existing
perspective or study suffices to truly gauge the state of IPv6 in the
large. We argue that, while this previous body of work has been
invaluable at tracking aspects of adoption, a broader approach to
measuring IPv6 deployment, which assembles a breadth of obser-
vations and compares existing datasets against each other, is needed
to truly understand where we are. The goal is not to pick the “best”
one, but to understand the systemic state of IPv6 deployment via all
available measurements.

To achieve our goal we assemble a set of six publicly-accessible
datasets that speak to one or more aspects of IPv6 adoption. We
add four additional, previously-unpublished datasets, including a
global Internet traffic dataset that includes traffic statistics from
260 providers and represents 16,200 petabytes/month, or approx-
imately 33-50% of all Internet traffic—the largest traffic sample re-
ported in an IPv6 study. In addition to the traffic data, we add DNS
query data from several of the largest globally-distributed IPv4-
based replicas of the .com and .net top-level domains (TLDs), as
well as nearly all native IPv6 replicas for these TLDs.

To create a comprehensive view of IPv6 adoption, we enumerate
and compare both previously-reported and novel metrics and weave
them into a taxonomy. In applying these metrics to our datasets, we
seek to reveal relationships and patterns not otherwise visible when
studying any single metric in isolation. Further, we speculate that
several recent IPv4 exhaustion events (IANA, APNIC, RIPE) and
community IPv6 “flag days” (World IPv6 Day 2011 and Launch
2012) may have noticeably influenced the progression of adoption.

Through the lens of this comprehensive approach, we compose
a picture of the current state of global IPv6 adoption. We find:



• IPv6 is real. Over the last three years, IPv6 has reached a
significant developmental milestone and is finally being used
natively and for normal, production traffic, on a non-trivial
and accelerating scale. While IPv6 is still under 1% of Inter-
net traffic, it has increased over 400% in each of the last two
years, relies much less on transition technologies, and is used
for similar applications to IPv4, with similar performance.

• Measurements vary widely. IPv6 adoption level differs by
up to two orders of magnitude depending on the metric used.
For instance, although IPv6 monthly address allocations are
about 57% of IPv4, the percentage of IPv4 nameservers in
.com that are IPv6-reachable is around 3%.

• Geographic adoption differs. Global regions are adopting
IPv6 at different rates, but the relative level of adoption in the
regions also varies by metric, suggesting that incentives and
barriers to adopt the new protocol do not just vary globally,
but across layers of the network within each region.

2. RELATED WORK
There are many papers in the literature that offer valuable data on

the IPv6 adoption process from various perspectives. Several stud-
ies characterize IPv6 traffic from the perspective of one or more
ISPs (e.g., [23, 34, 36]) and 6to4 relays (e.g., [18, 35]). On June
8, 2011, the Internet Society sponsored “IPv6 World Day” [22]
and several pieces of work explore this event explicitly (e.g., [34]).
Other work examines IPv6 adoption from the perspective of the
World Wide Web (e.g., [7, 29]). Additionally, a variety of con-
tributions explore the technical, economic, and social factors that
influence adoption (e.g., [16, 20]). Finally, much previous work
focuses on topology measurements and performance in IPv6 and
their relationships to IPv4 (e.g., [5, 10, 13, 31, 39, 43, 44]). In con-
trast to much of these studies, our work sacrifices depth for breadth
in order to understand the big picture of IPv6 adoption.

Claffy [6] discusses IPv6 evolution and observes that “we lack
not only a comprehensive picture of IPv6 deployment, but also
consensus on how to measure its growth, and what to do about
it.” Our paper is in part a response to this call, offering a possi-
ble way forward. Closest to our work in both spirit and substance
is Karpilovsky et al. [23], who provide a snapshot of IPv6 adop-
tion from three main perspectives (allocation data, routing data,
and traffic from a tier-1 ISP). In comparison, our work broadens
the traffic perspective to a large sample of global tier-1 ISPs and
nearly 100 tier-2/regional ISPs (260 providers in total), includes
large samples of .com and .net TLD data, and juxtaposes these
datasets with seven additional (mostly public) datasets.

Our DNS packet analysis in § 5 extends work by researchers
at Verisign [30, 40]. The key distinction of our contribution here
over this previous work is that we examine DNS queries via both
IPv4 and IPv6 traffic, we focus on IPv6 adoption, and the data pre-
sented is more recent; the earlier Verisign work contains longitudi-
nal IPv4-only traffic analysis, though performed at greater detail.

3. OUR APPROACH
Since our aim is for a comprehensive picture of adoption, we

must first decide what aspects to study. We start by thinking about
the Internet Protocol from the perspective of the three major types
of Internet stakeholders: content providers, service providers, and
content consumers. Although there are notable entities that straddle
or defy these labels (e.g. vendors and policy makers), these three
categories encapsulate the key perspectives we believe should be
considered to realistically assess deployment. We next divide the

key aspects of IP itself into two classes. The first is the prerequisite
functions that IP performs and that must be in place for nodes to
communicate, including addressing, naming, routing, and end-to-
end reachability. The second class is operational characteristics that
are only evident once the network begins forwarding packets, these
include transition technology use, traffic volume, application mix,
and performance.

In Table 1 we propose one or more metrics that characterize the
adoption of IPv6 from the key viewpoints sketched above. Some
of these metrics cover more than one branch in the taxonomy. We
admit that our use of the term “metric” is somewhat loose. Our aim
is to point to many aspects of adoption that should be measured, but
whose granularity and specificity varies. Thus, each metric could
itself be thought of more as a category or issue for which specific
measurements should be obtained. In this paper, we present one or
several such measurements for each metric that we defined.

While we believe we have identified a sufficiently comprehen-
sive set of metrics to provide a broad picture of adoption, we do not
claim completeness. There are countless possible metrics that can
tell a coherent and insightful story of the adoption process. Further,
while a metric such as performance naturally breaks down into sub-
metrics for assessing delay, loss, jitter, reordering, throughput, etc.,
the specific facets of IPv6 operation that are important in any given
context are likely to vary by application. As such, we do not mean
to discourage further assessment along different axes or granulari-
ties than we take in this paper. Rather, our goal is to set a course for
developing a high-level and comprehensive understanding of the
recent IPv6 adoption process. To this end, we bring to bear sev-
eral large original datasets, as well as several public or previously
published results, and use them to report measurements that align
with our taxonomy. Table 2 summarizes the datasets we analyzed,
separated into the public ones we reproduce and update, and the
unique ones we contribute. We next discuss analyses of these data
in detail, showing how adoption level differs and varies as we move
from left to right in Table 1 and over time.

4. ADDRESSING
We first examine the initial steps for IPv6 deployment: address

allocation and network advertisement.

A1: Address Allocation
Before wide-scale IPv6 communication is possible, IPv6 addresses
must be broadly available. Therefore, our first assessment is of the
status of IPv6 address allocation. The allocation hierarchy begins
with the Internet Assigned Numbers Authority (IANA) allocating
address blocks to the five regional Internet registries (RIRs). In
turn, the RIRs make allocations to various national and local reg-
istries and ISPs. Each RIR publishes a daily snapshot of the blocks
of IP (v4 and v6) addresses (i.e., the number of prefixes) allocated
to entities below it in the hierarchy. We have captured ten years of
these snapshots, starting in January 2004. As a minor caveat, note
that the size of a typical IPv6 prefix (296) is much larger than that
of an IPv4 prefix (210), thus, prefix-based comparisons should be
made with caution. However, address allocations typically corre-
spond to network deployments, no matter the protocol; so, relative
allocations do shed light on protocol deployment.

Figure 1 shows the aggregate number of prefixes allocated each
month across all RIRs. There were less than 30 IPv6 prefixes al-
located per month prior to 2007, generally increasing thereafter.
In the past several years, we typically find more than 300 prefixes
allocated per month, with a high point of 470 prefix allocations in
February 2011. By January 2004 there had been 650 IPv6 prefix al-
locations, while at the end of December 2013 we observe 17,896 to-



Table 1: IPv6 adoption metric taxonomy, showing the main three perspectives that Internet stakeholders occupy, the prerequisites
for IPv6 to be used, as well as the operational characteristics of the protocol, once deployed.

Prerequisite IP Functions Operational Characteristics
Addressing Naming Routing End-to-End

Reachability
Usage Profile Performance

Content Provider N1: Nameservers;
R1: Server Readiness

R1: Server
Readiness

U3: Transition Technologies

Pe
rs

pe
ct

iv
e Service Provider A1: Address

Allocation;
A2: Address
Advertisement

N2: Resolvers A2: Address
Advertisement;
T1: Topology

U1: Traffic Volume;
U3: Transition Technologies

P1: Network RTT

Content Consumer N3: Queries R2: Client
Readiness

U2: Application Mix;
N3: Queries

Table 2: Dataset summary showing the time period, scale, and public or new status of the datasets we analyzed.

Dataset Metrics Time Period Recent Scale Public?
RIR Address Allocations A1 Jan 2004 – Jan 2014 ≈18K allocation snapshots (5 daily)

Yes

Routing: Route Views A2, T1 Jan 2004 – Jan 2014
45,271 BGP table snapshots

Routing: RIPE A2, T1 Jan 2004 – Jan 2014
Google IPv6 Client Adoption R2, U3 Sep 2008 – Dec 2013 millions of daily global samples
Verisign TLD Zone Files N1 Apr 2007 – Jan 2014 daily snapshots of ≈2.5 million A+AAAA glue records (.com & .net)
CAIDA Ark Performance Data P1 Dec 2008 – Dec 2013 ≈10 million IPs probed daily

Arbor Networks ISP Traffic Data U1, U2, U3 Mar 2010 – Dec 2013 ≈33-50% of global Internet traffic; 2013 daily median: 50 terabits/sec (avg.)

No
Verisign TLD Packets: IPv4 N2, N3 Jun 2011 – Dec 2013 4 global sites, 5 of 13 gTLD NS letters (.com/.net), ≈4.5Bn queries
Verisign TLD Packets: IPv6 N2, N3 Jun 2011 – Dec 2013 15 global sites, both gTLD NS letters (.com/.net) w/IPv6, 647M queries
Alexa Top Host Probing R1 Apr 2011 – Dec 2013 10,000 servers probed twice/month
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Figure 1: Prefixes allocated. IPv4 and IPv6 allocations acceler-
ate leading up to IANA exhaustion in early 2011. IPv4 dropped
in 2012 and was flat in 2013, while IPv6 trended upward.

tal prefix allocations—an increase of 27-fold. Finally, we note that
at the end of our dataset the allocated IPv6 prefixes cover 2113 (i.e.,
1.1×1034) addresses.

To put the IPv6 allocation data in context, Figure 1 also shows
IPv4 prefix allocations over the same period. The number of IPv4
prefix allocations grows from roughly 300 per month at the begin-
ning of our observation period to a peak of 800–1000 per month
at the start of 2011, after which it drops to around 500 per month
in the last year, as the number of available addresses at RIRs has
dwindled. 1 Overall, we find nearly 69K IPv4 prefix allocations at
the beginning of our dataset and just over 136K at the end. This
represents an increase of 67K prefixes—or, less than a doubling of
the number of IPv4 prefix allocations over the course of the previ-
ous ten years. The figure contains a ratio line to show the relative
allocation of IPv6 versus IPv4. We find that at the end of December
2013, on a monthly basis, the ratio of IPv6 to IPv4 prefix alloca-
tions is 0.57 and following a general upward trend. Thus, although

1We elide the April 2011 point such that the remainder of the plot
is more readable. During that month, we find 2,217 IPv4 prefix
allocations. This corresponds with APNIC’s IPv4 pool dropping
to a single remaining /8 and their “Final /8 Policy” being invoked,
which caused a brief spike in allocated prefixes [3].
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Figure 2: Number of advertised prefixes. Over ten years, IPv6
prefixes increase 37-fold, while IPv4 increase four-fold.

there are still significantly more allocated IPv4 prefixes (136k) than
IPv6 prefixes (18k), and the monthly rate of IPv4 allocations is still
about double, we see the IPv6 allocation rate continuing to grow
while the IPv4 rate declines. The ≈300 IPv6 versus ≈500 IPv4
allocations per month suggest IPv6 is, for the first time, being de-
ployed or planned on a majority of new networks.

A2: Network Advertisement
Address allocation is a start, but to be used for Internet traffic IP
addresses must be advertised in the global routing table. There-
fore, our second metric is the number of IPv6 prefixes found in the
Internet’s global routing table. The Route Views project [38] and
RIPE [32] both have a number of routers used for data collection,
each peering with production Internet routers to obtain the routing
tables from those peers. Based on routing table snapshots made
available by these collection efforts, we obtain the number of pre-
fixes announced on the first day of each month from January 2004
to January 2014. While these routing datasets are known to have
biases, as we elaborate in § 6, these biases are not expected to affect
the view of globally-reachable network prefixes.

Figure 2 shows the number of announced prefixes over time.
We find 526 IPv6 prefixes on January 1, 2004. In January 2014,
19,278 IPv6 prefixes were advertised—an increase of 37-fold over



the course of ten years. For comparison, we also show the average
number of IPv4 prefixes advertised per day; these increased four-
fold from 153K in 2004 to 578K by 2014.

While total and monthly allocations and advertisements are both
still higher for IPv4, the rate of IPv6 allocations is increasing at a
faster pace than IPv4. This is expected since IPv4 has been an In-
ternet reality for 30+ years now, and, hence, the need for additional
addresses is, naturally, incremental. The rate of IPv6 prefix alloca-
tions is now where IPv4 was 8 years ago. What is more, in 2013 the
monthly volume of allocations of IPv4 has dropped significantly, to
2009 levels, likely due to the exhaustion events starting in 2011. In
sum, the allocation and advertisement numbers and rates provide
the basis for wide-scale Internet adoption of IPv6 from the address-
ing perspective.

5. NAMING
Once IPv6 addresses are allocated and announced by routers,

they must be used. The typical way addresses are referenced by
Internet users and applications is via Domain Name System (DNS)
names. Our next three metrics, therefore, focus on the prevalence
of IPv6 support and use within the DNS ecosystem. A detailed
description of DNS [28] is beyond the scope of this paper, but
we remind the reader of some basic terminology. The authorita-
tive groupings of names in the DNS hierarchy are called zones.
DNS domain names map to IPv4 address via A records and to IPv6
addresses via AAAA (“quad a”) records. DNS servers that man-
age zones and return records are called authoritative nameservers,
while servers that execute queries on behalf of (usually many) users
are broadly called resolvers.

N1: DNS Authoritative Nameservers
Our first naming metric aims to understand the prevalence of au-
thoritative nameservers that themselves can communicate via IPv6.
While IPv6-addressed nameservers are not required for an organi-
zation to employ dual-stack IPv6 (i.e., it could serve AAAA records
via IPv4 nameservers), we believe that the prevalence of such name-
servers offers telling evidence on the adoption of IPv6, especially
by content providers.

The top level of DNS has been IPv6-enabled since 2008, when
root nameservers deployed AAAA records [21]. As of Jan. 2014,
reports from Hurricane Electric show that 91% of the 381 top-level
domains (TLDs) also have IPv6-enabled nameservers [25]. These
include the largest TLDs, such as, .com, .net, .cn, etc. Of the thir-
teen .com and .net nameservers, all can serve AAAA but only two
(a. and bmgtld-servers.net) are themselves IPv6-addressable. To
understand the prevalence of IPv6 nameservers for second-level
domains (e.g., example.com), we survey the .com and .net TLD
zones. We analyzed sample .com and .net zone files between April
2007 and January 2014 to track the prevalence of DNS glue records
for authoritative nameservers in the zones.

Figure 3 shows the number of A and AAAA glue records in
the .com and .net zones over the last 7 years. IPv6-enabled name-
servers (AAAA records) are dwarfed by IPv4 nameservers (A records),
but both show long-term growth. Following the pattern of other
metrics, the growth rate (second derivative) of IPv6-capable name-
servers is higher than that of IPv4, and the ratio of AAAA to A is
increasing. As of January 1, 2014, the ratio of AAAA to A glue
records for .com is 0.0029. We also show the AAAA to A ratio
from Hurricane Electric’s published probing data, starting in 2009,
wherein A and AAAA lookups for all domains in the zone are pe-
riodically performed [25]. Few nameservers in general have glue
records in their zone, and IPv6-enabled ones seem to have this con-
figuration even less often. The ratio of domains actually returning
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Figure 3: IPv6 nameserver and domain readiness. We see a
steady increase in the glue records and a general increase in
the probed domain names.

AAAA records via queries (vs. A) is an order of magnitude higher
(0.02 for .com) than the glue record ratio.

In sum, the authoritative nameserver data indicates low (0.0028
for .com glue, 0.02 for probed) but increasing (56% growth in 2013
for glue) support for IPv6 in the overall .com and .net zones.

N2: DNS Resolvers
A second naming metric we consider is the prevalence of resolvers
requesting AAAA records. Due to caching within the DNS sys-
tem, this is not a direct measure of demand; however, the num-
ber of resolvers looking up AAAA records indicates the breadth
of the use of IPv6, and speaks to the basic capability of resolvers
to issue AAAA queries as well as the existence of at least some
clients within a resolver’s pool making AAAA requests. Viewed
over time, this can be used to gauge whether demand for IPv6 con-
tent is widespread or only from pockets of the network.
Packet Datasets for .com and .net: As an initial assessment, we
examine two large datasets of packet-level DNS query traffic to the
.com and .net TLD authoritative nameservers on five sample days
between June 23, 2011 and December 23, 2013. One dataset con-
sists of IPv4 packets, while the second contains IPv6 packets. Both
are from Verisign, the registry operating the .com and .net zones.
The IPv4 queries were captured at between three and five of the 17
largest globally-distributed .com and .net TLD server clusters (e.g.,
in Feb. 2013, from Dulles, VA; New York, NY; San Francisco, CA;
and Amsterdam, NL). Our IPv4 data includes transactions with sev-
eral instances of the lettered X.gtld-servers.net TLD nameservers.
These 24-hour IPv4 datasets range from 2.3Bn to 4.2Bn queries
(except for the first IPv4 sample, which only included 30 minutes
of data and ≈110M queries). These same 17 global Verisign clus-
ters support IPv6 traffic. The IPv6 samples analyzed were also
each 24 hours and consisted of 420M–1,052M queries. While the
packet collection apparatus for both datasets is known to be lossy,
we performed analysis that suggests no systemic network effects
that would skew the measurements we report [8].

We note that the IPv4 and IPv6 datasets shed light on slightly
different aspects of adoption. The IPv4 data give us insight into
behavior of networks that are not using IPv6 for their naming in-
frastructure but that happen to have clients and resolvers that make
AAAA queries, which—given support by the resolver—is largely
determined by operating system and application behavior. On the
other hand, the IPv6 packet data represent networks where DNS
resolvers are able to communicate via IPv6 to the .com and .net
nameservers, which suggests a more advanced level of IPv6 adop-
tion. Thus, the latter may be more representative of the behavior
of fully-capable clients, whereas the former represents clients that



Table 3: Percentage of resolvers making AAAA queries to .com
and .net. While under a third of all IPv4 resolvers (N=3.5M
in latest sample) make AAAA queries, most of the IPv6 packet
population of resolvers (N=68K) does.

Resolvers 2011-06-08 2012-02-23 2012-08-28 2013-02-26 2013-12-23
IPv4 All 33% 28% 26% 30% 31%
IPv4 Active 90% 93% 83% 93% 94%
IPv6 All 74% 77% 74% 82% 76%
IPv6 Active 99% 99% 99% 99% 99%

have software requesting AAAA records without the client nec-
essarily having the ability to use them. For instance, Microsoft
Windows XP clients that had a Teredo-configured [19] IPv6 ad-
dresses would, along with A, request AAAA records for names
queried. However, these Teredo-based connections, either due to
failure or preference, were found to be rarely completed by dual-
stack hosts [41]. Windows Vista and later do not make AAAA
queries when only a Teredo tunnel is available [9].

The resolver counts are, within an order of magnitude, stable
over this period, with 3.5M seen in the most recent IPv4 sample and
68K in IPv6. Resolvers can service multiple, sometimes millions,
of clients; so, this data represents the queries of many more than
3.5 million actual users. Although a single user or device can be
configured to act as its own recursive resolver (e.g. by installing
bind), we are more interested in the capabilities of resolvers serving
multiple users. Therefore, in addition to aggregate results, we also
report on a subset of the most active resolvers—e.g., enterprise or
ISP-level—that send 10,000+ queries in a day.2 There are 40K such
active resolvers in the most recent IPv4 sample and 6K in IPv6.

In table 3 we show the percentage of resolvers in the two datasets
that query for AAAA records. We see that nearly a third of all re-
solvers via IPv4 and three quarters via IPv6 make AAAA queries,
as does the vast majority of active resolvers. Again, we stress this
is not a measure of use, but an indication of support for IPv6 name
resolution from within larger enterprises and networks. These num-
bers suggest that, while AAAA records aren’t in demand in every
small corner of the network, at the organization or ISP level, IPv6
name resolution appears widely supported.

N3: DNS Queries
In addition to the numbers of IPv6-addressable nameservers and
resolvers requesting IPv6 addresses measured above, a final nam-
ing component we consider is the distribution of actual IPv6-related
DNS queries. This speaks to how naming is being used in IPv6. We
first determine whether IPv6 users are interested in the same names
as IPv4 users. This will inherently be influenced by user population
differences (e.g., regional and sample effects), including client OS
differences (which construct DNS requests). Therefore, differences
are expected. To measure the agreement between queried domains
via A and AAAA records in our two .com/.net packet samples, we
calculated Spearman’s rank correlation coefficient (ρ) between the
top 100K domains by each of the four types (IPv4 sample A and
AAAA, and IPv6 sample A and AAAA). We limited analysis to
the most-queried 100K domains in order to avoid skewing results
by rarely-queried domains, such as typos, but we wanted a large
number in order to capture a diverse set of content.

Table 4 shows the results. As a preface, rank correlation is, by
definition, lower than set intersection, and the intersection num-
bers (not shown) for the three sets of domain list pairs range from
55% to 84%. We see that the domain rank correlations between the

2This threshold is arbitrary. We certainly miss smaller
organization-level resolvers, but the included ones are very active.

Table 4: Spearman’s ρ rank correlations for top 100K domains
queried by A and by AAAA via IPv4 and IPv6 (P < 0.0001 in all
cases). There is moderate to strong (darker grays) correlation
between IPv4 and IPv6 domains for same record types.

Domain Lists 2011-06-08 2012-02-23 2012-08-28 2013-02-26 2013-12-23
4.A : 6.A 0.65 0.73 0.70 0.70 0.57
4.AAAA : 6.AAAA 0.69 0.80 0.82 0.74 0.68
4.A : 4.AAAA 0.32 0.32 0.35 0.34 0.42
6.A : 6.AAAA 0.29 0.23 0.20 0.26 0.32
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IPv6 and IPv4 samples via the same record types are moderate to
strong (ρ≈ 0.70), indicating that domain interest is similar between
users of IPv4 naming infrastructure and those using IPv6. Still,
differences remain, and no clear trend is visible in this time period.
Likewise, when we examine the within-packet-sample cross-type
correlations (e.g., A vs. AAAA for IPv4), we see much less cor-
relation. We suspect this is in part due to the fact that, whether an
A or AAAA is requested by a given host is determined by appli-
cations and OSes in use, but there is greater similarity when ex-
amining the same application/OS patterns across protocol packet
samples. Some of these differences may be accounted for by the
differences in set sizes. Across the five samples, the median per-
centage of queries that the top 100K domains account for is 55%
for A via IPv4 and 60% for A via IPv6; for AAAA, it is 77% for
IPv4 and 42% for IPv6. No clear trend is evident. In sum, the data
suggests differences in application use of IPv6 (which is expected
due to the N1 results) but marked overlap in the domains of interest
to networks using IPv6 resolvers versus those using IPv4..

Turning from the names in the queries to the records, Figure 4
shows the top seven record types (plus all others under the “other”
category) requested in the IPv4 and IPv6 packets on the five days
of samples. We observe that, while there are still some differences
in the distributions, there is a statistically-significant convergence
of query types over time (average monthly difference decrease of
1.65% with p<0.05), and the query types in IPv6 are now much
more similar to IPv4 than just two and a half years ago.

6. ROUTING
Once IPv6 addresses are allocated and advertised, as well as po-

tentially being named, the next prerequisite for using the new pro-
tocol is routing. While routing itself has many components, and we
have already discussed IPv6 prefix advertisement in section A2, a
key aspect of routing that deserves careful measurement is topol-
ogy. The richness of the IPv6 topology, in terms of the number
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Figure 5: Number of globally-seen IPv4 and IPv6 paths. There
is a 110-fold increase in IPv6 paths over ten years.

and length of paths and the connectivity of ASes, speaks to the re-
silience, and, thus, production-readiness of the network.

T1: Topology
The IPv4 topology has been studied in depth (e.g., [26, 42]), but
we also need to understand the relationships between organizations
with respect to external IPv6 routing capability and connectivity to
understand the overall strength or brittleness of the network. As we
did for the advertisement metric (A2) we use all of the routing table
snapshots collected by Route Views [38] and RIPE-NCC RIS [33]
between Jan. 2004 and Jan. 2014 in the following.
Routing Table View Biases: Before we delve into the insights
that these data afford, it is important to understand possible bias.
As noted by earlier studies (e.g., [15]) the global public routing
datasets available (e.g., Route Views, RIS) suffer from at least two
forms of bias. The first is geographic, in that global routing data
is collected from a finite set of collectors, whose global distribu-
tion is not uniform, leading, for example, to fewer samples from
the African continent. The second bias stems from most of the data
in these collections coming from volunteer networks that turn out
to generally be large top-tier ISPs. Therefore, many peer-to-peer
paths between smaller ISPs are not visible in the data, since these
routes are never propagated to the top-tier ISPs. These biases are
a limitation of the data. However, we believe that even though im-
perfect the data still yields useful information about IPv6 adoption
for the following reasons: (i) no substitute data lacking bias exists
(e.g., traceroute also has bias); (ii) the view of the global routing in-
frastructure of ISPs whose routing data is represented is a real view
from their perspective, and any path or AS counts observed are, at
worst, lower bounds; (iii) we have no reason to believe that the bias
present in these data for IPv6 differs systematically relative to that
for IPv4, suggesting that looking at ratios of adoption, especially
over time, is reasonable; and (iv) in the cases of counting globally-
visible prefixes or ASes seen supporting IPv6, the fact that some
local paths are missed does not speak to the global adoption state.
Therefore, we present the data knowing full well it is a less-than-
full statement on the routing state. We encourage the community
to collect and refine our analysis using better data.
AS Support and Connectivity: We first examine the number of
ASes supporting IPv6 globally as well as the number of unique
globally-visible AS-paths (i.e., the paths with unique AS sequence).
Both are indicators of IPv6 adoption, mostly at the service provider
level. AS adoption is indicative of support for IPv6, while the num-
ber of AS-paths is an indicator of maturing connectivity between
ASes. We omit the figure showing AS-level adoption in favor of
Figure 5, which shows the number of unique IPv6 and IPv4 paths
announced on the first day of each month. We observe that the
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number of IPv6 paths has a 110-fold increase from January 2004
to January 2014, while there is only an eight-fold increase in the
number of IPv4 paths. However, the IPv6 to IPv4 ratio is only
0.02 in January 2014, indicating the IPv6 routing mesh is still at
an early stage of maturity. AS-level support for IPv6 is not shown,
but follows a faster upward trend, with an 18-fold increase (versus
two-fold for IPv4) and the current ratio of IPv6 to IPv4 ASes is
0.19 – almost ten times the path count ratio. As expected, the in-
dicator of ASes supporting IPv6 leads the measure of connectivity.
Again, we note that, because of possible bias in the view afforded
by this data, raw numbers of the IPv4 and IPv6 paths seen are less
meaningful than is the overall ratio.
AS Centrality: To understand the topological position of IPv6
ASes, we next compute the k-core degree of each AS in the topol-
ogy graph. A k-core of a graph is the maximal subgraph in which
every node has at least degree k. A node has k-core degree of N
if it belongs to the N-core but not to the (N + 1)-core. As used
in [17], this measure represents a natural notion of the centrality
of ASes. In other words, ASes with a high k-core represent well-
connected, typically large, ISPs, while those with low k-core rep-
resent edge or stub networks. We show the average k-core degree
of ASes in Figure 6. We find that dual-stack ASes have a much
higher degree of centrality than other ASes. In 2004, the pure IPv6
ASes were located in a relatively central position. However, we see
pure-IPv6 ASes, a small fraction of all, becoming more prevalent
at the edge after 2008. Our results are in accordance with those of
CAIDA [10], who report that IPv6 is largely deployed at the core
but lags in edge networks. Note [10] uses a deeper and more robust
analysis of these same public datasets, wherein, notably, they filter
out transient links. The numbers we find indicate dual-stack be-
coming more widely deployed among well-connected central ISPs,
while single-protocol networks are mostly those at the edge. In
other words, the older edge networks are the laggards.

We caution that studying native IPv6 topology is useful but insuf-
ficient. Transition from IPv4 to IPv6 introduces a co-dependence
between the protocols. Therefore, unlike when studying IPv4 topol-
ogy independently, when studying IPv6, we must consider the parts
of IPv4 that glue together “islands” of IPv6. An in-depth analysis
is beyond scope, but we point readers to recent work in [10].

7. END-TO-END REACHABILITY
Having dealt with the prerequisites of addressing, routing, and

naming in the previous three sections, we now turn to the readiness
of Internet end hosts to use IPv6. We split this into two metrics for
the readiness of service-level devices and client-level devices.
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R1: Server-Side Readiness
Obviously, wide-scale adoption requires services to be capable of
handling IPv6 traffic; therefore, our first approach to end-host readi-
ness involves assessing prevalence of IPv6-enabled services.

While not indicative of all services, one way to assess IPv6 ser-
vice penetration is to measure popular web servers. Much like
Nikkhah et al [29] and with congruent results we use Alexa [1]
to determine the most popular web sites. We then determine which
sites have a AAAA record in DNS, and, for those that do, we then
test reachability of the web site via a tunnel to Hurricane Electric.
Ideally, this metric tries to assess the server, but we have no way to
do so without also assessing the path to the server. Hence, our mea-
surements offer an approximation. We have been probing the top
10K web sites for AAAA records since April 2011 and for reacha-
bility since June 2011.3 Figure 7 shows our results. We first note a
jump in June 2011 that corresponds to World IPv6 Day. We find a
roughly five-fold increase in AAAA records available at that point.
However, we also see a nearly immediate fallback. This is under-
standable given that the stated goal of that day was merely to serve
as a “test flight” of IPv6 capabilities, rather than to permanently en-
able IPv6 services [22]. Subsequent to this drop off, in spite of the
limited goal, we find that World IPv6 Day 2011 is responsible for
a sustained two-fold increase in the IPv6-capable web sites. In the
following year, the June 2012 World IPv6 Launch Day also resulted
in a sustained doubling of AAAA records. Further, aside from the
two jumps, we find a slowly growing trend across time with over
3.2% of the Alexa top 10K now being reachable via IPv6. It is no-
table what an impact concerted community efforts, such as the two
IPv6 readiness/launch days can have on IPv6 server readiness.

The second set of points on the plot show reachability. The data
shows that most of the hosts for which we find AAAA records are
also reachable. Further, the reachability trends generally mirror
those for web servers having AAAA records. Our results generally
agree with [29]. In conclusion, while only about 3.5% of the top
most popular websites are IPv6-ready, there has been significant
growth in the last three years, and large jumps are possible.

R2: Client-Side Readiness
In addition to IPv6-capable services, clients need to be IPv6-enabled
as well. This metric examines the ability of client systems to em-
ploy IPv6, subsuming all that is required on the client side (i.e.,
working IPv6 network transport, DNS, operating system, etc.).

Google makes aggregate data about client adoption of IPv6 avail-
able on an ongoing basis [14]. Their experiment consists of adding
3Our probing data is available [2].
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Figure 8: Average monthly fraction of clients able to access
Google over IPv6. 2.5% of clients use IPv6, but this number
has been growing sharply. The most recent two-year annual
growth rate averages 150%, a more than doubling each year.

a JavaScript applet to search results from www.google.com for a
randomly sampled set of users [7]. The script first performs a name
lookup on one of two experimental host names and then sends a
request to the IP address returned in the DNS response. In 90%
of the cases the script chooses a name representing a dual-stacked
server, while in the remaining cases a name representing a IPv4-
only server is chosen for comparison purposes. The addresses point
to 2–5 data centers (in Asia, the US, and Europe). The experiment
is conducted millions of times per day. Note that, as with the R1
measurements, this data again conflates the client capabilities with
those of the path from the client, and, therefore, this is an approxi-
mation of the ideal metric.

Figure 8 shows the average monthly fraction of clients that con-
nect to Google via IPv6 over the last 5+ years. The plot shows
a growth factor of 16 over the course of the dataset—from 0.15%
in September 2008 to 2.5% in December 2013. Further, most of
the growth comes in the last two years, where the ratio increased
markedly, by 125% in 2012 and 175% in 2013, more than doubling
each year. As discussed in section A3, this measure is probably
somewhat optimistic; since Google has many direct private peer-
ings to ISPs, some clients may be able to reach Google by IPv6 but
not other content. However, these numbers are roughly in line with
those reported in another large client study [41], which found that
although 6% of a global sample of clients were IPv6-capable, only
1-2% of dual-stack preferred IPv6. In sum, the data shows very
strong growth in Google clients’ ability to use IPv6, especially in
the last two years.

8. IPV6 USAGE PROFILE
While the metrics and data sketched in the previous sections set

the stage for IPv6 adoption by measuring addressing, routing, nam-
ing, and end-host capabilities, in this section we aim to directly as-
sess IPv6 traffic “in the wild”. That is, we aim to understand the
operational characteristics, or usage profile, of how IPv6 is actually
employed by those that have adopted it.

U1: Traffic Volume
Our first traffic-related metric simply aims to understand how much
of Internet traffic is using IPv6. We begin by introducing the Inter-
net traffic datasets we contribute.
Arbor Internet Traffic Data: We assembled two datasets describ-
ing the traffic traversing customer networks monitored by devices
from Arbor Networks, a provider of traffic analytics and security
devices for large networks. Arbor’s customers include a signifi-

www.google.com


cant number of large ISPs in the world, and, in aggregate, they
have visibility into nearly half of Interdomain (i.e., Internet) traf-
fic. These two datasets consist of traffic summaries (daily netflow
statistic aggregates, including protocol, port, and volume informa-
tion), from peering, aggregation, and customer-facing routers at
participating networks. The first, older, dataset tracked daily peak
five-minute traffic volume for both IPv6 and IPv4, measured a sam-
ple of 12 Arbor customers providing anonymous data, and included
data from the second quarter of 2010 through February 2013. The
second Arbor dataset (for 2013) reports daily average volume, in-
cludes approximately 260 providers of anonymous data that to-
gether represent an estimated 33-50% of global Internet traffic, and
collects data using the same methodology as Labovitz et al. [24]
(now with more providers). We include the larger dataset starting
in January 2013; however, even the smaller, 12-provider sample
covers an aggregate of over 400 routers and 55K links, represent-
ing a cross-section of different-mission and varying-size Internet
organizations. Both samples include global Tier 1 ISPs, national
and regional Tier 2 ISPs, content/hosting providers, and universi-
ties. In the newer dataset, which represents 19 Tier-1 and 92 Tier-2
providers plus over 100 enterprises, content providers, etc., each
continent is represented, as are both fixed-line and mobile Inter-
net providers. We refer to the older (smaller) and newer (larger)
datasets as A , and B , respectively. In the fourth quarter of 2013,
the daily median Internet traffic in dataset B was 58 Tbps.

We normalized the traffic measurements by the number of Arbor
Networks providers in the samples, to distinguish organic traffic
growth from growth due to changes in the number of customers.
Figure 9 shows the median daily peak and average traffic volume
for each month in our two datasets, respectively. Since one set
of points and line represent 5-minute peaks, and the other averages,
we present the data as separate points. This difference helps explain
the shift between the lines visible for the two months for which we
had both datasets in January and February, 2013.
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Figure 9: Global Internet traffic data in two datasets: A for
Mar. 2010–Feb. 2013, monthly median peak 5-minute volume
for 12-provider sample; and B for 2013, the monthly median of
daily average traffic volume for ≈260 providers. IPv6 is 0.6%
of traffic, and 2-year growth relative to IPv4 is 451% annually.

The figure shows that IPv6 is still dwarfed by IPv4 traffic (by
roughly two orders of magnitude). However, both IPv4 and IPv6
peak traffic volumes are generally increasing, and IPv6 is on a
strong upward trajectory. Over our measurement period we find
roughly an order of magnitude increase in the median daily peak
volume for both protocols. As the ratio line (representing the raw
traffic, not normalized by customers) shows, we do find a signifi-
cant rise in IPv6’s relative contribution to Internet traffic. In March
of 2010, the ratio of IPv6 to IPv4 is 0.0005, while in December
2013 it is 0.0064—a 13-fold increase. In sum, while, overall, the
proportion of IPv6 traffic on the Internet is still under one percent,

it has grown, relative to IPv4, by 433% percent year-over-year in
2013, 469% in 2012, and 71% in 2011, a rapid pace.

U2: Application Mix
Another important metric when studying the IPv6 usage profile is
what applications are used. This can, for instance, inform our un-
derstanding as to whether IPv6 is being used for typical user activ-
ity or for specialized use, as was reported in the past (e.g., [23]).

Table 5: Application mix (%) between Dec. 2010 and 2013.
HTTP/S increases from 6% to 95% for IPv6, surpassing IPv4,
while back-end services (e.g., dns, ssh, rsync) decline signifi-
cantly. IPv6 usage looks much more like IPv4 than in the past.

Application Dec 2010 Apr/May 2011 Apr/May 2012 Apr–Dec 2013
IPv6 IPv6 IPv6 IPv4 IPv6 IPv4

HTTP 5.61 11.81 63.04 62.40 82.56 60.61
HTTPS 0.15 0.88 0.39 3.91 12.66 8.59

DNS 4.75 9.11 4.09 0.14 0.33 0.22
SSH 0.56 3.73 2.65 0.11 0.27 0.20
Rsync 20.78 5.11 2.65 0.00 0.13 0.00
NNTP 27.65 5.84 1.03 0.13 0.00 0.25
RTMP 0.00 0.05 0.11 2.39 0.00 2.74

Other TCP * * 18.72 3.20 1.66 4.08
Other UDP * * 1.73 11.90 0.27 2.82

Non-TCP/UDP * * 4.94 14.10 2.11 20.21

We have application information from Arbor Networks for the
same traffic samples described earlier (although we are missing
IPv4 data prior to 2012). The network flow monitors classify traffic
by port number, and, hence, the categorization may not be com-
pletely accurate. For instance, we note that HTTP port 80 is often
used for tunneling non-web applications, as it tends to be open in
firewalls. However, we believe this categorization is useful as a
first order analysis. Table 5 shows the proportion of traffic for each
application that makes up at least 1% of either IPv6 or IPv4 traffic.
We see in the 2012 and 2013 samples that HTTP dominates within
both IPv6 and IPv4. In the 2013 sample, HTTPS has increased
significantly in IPv6, surpassing even that in IPv4. Likewise, we
see a dramatic uptick in HTTP/S traffic across the four years. The
large fraction of likely web traffic now observed, at 95%, is a ma-
jor departure from the patterns observed in earlier studies of IPv6
dating from 2008 and early 2009, which report HTTP traffic vol-
ume below one percent [23, 36]. Interestingly, Karpilovsky [23],
Savola [35] and Hei [18] also report large amounts of DNS traffic
(e.g., 80-90% in 2008 [23]), which continued to rank highly in our
own data until 2012. Our 2013 sample is the first time we see DNS
decreasing to IPv4 levels and actual content (HTTP/S) surpassing
even what is seen for IPv4; this is a significant evolution. We note
that one possible factor at play in the reduction of DNS traffic is
the behavior of newer Windows operating systems (starting with
Vista), which, as mentioned earlier, no longer make AAAA queries
when their only IPv6 connection is via Teredo [9]. Likewise, we see
a substantial reduction in IPv6 NNTP traffic [11]. We believe the
previously large volume seen was related to (i) the fact that a large
NNTP path is part of the traffic sample and (ii) NNTP was heav-
ily used for piracy over IPv6 when several USENET services that
otherwise required paid subscriptions offered free IPv6 access4.

Additionally, in the 2013 sample, we find 4.04% and 27.11% of
the traffic volume not ascribed to a particular application for IPv6
and IPv4, respectively, a large decline from 2012 for IPv6 and a
smaller one for IPv4. However, the distribution of non-identified
traffic is different between IPv6 and IPv4. For example, while most
4e.g., http://www.techjawa.com/2011/02/10/guide-get-free-usenet-
access-with-ipv6/
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Figure 10: Fraction of IPv6 traffic carried by the two most
prevalent transition technologies in the Internet traffic and
Google client samples. Non-native IPv6 traffic was the major-
ity of packets 3-4 years ago, but currently represents less than
three percent of traffic and one percent of Google clients.

of the bytes in IPv4 are non-TCP/UDP at 20.21%, such traffic only
contributes 2.11% of the overall bytes in IPv6. Although we were
unable to investigate this “other” category more deeply, we spec-
ulate that the usage of peer-to-peer and similar popular non-well-
known-port applications still differs between IPv4 and IPv6 in the
TCP/UDP categories, while ICMP and tunneling protocol mix dif-
fer in the non-TCP/UDP category. The method of aggregation of
untracked protocols for 2010 and 2011 does not allow comparison,
unfortunately. To summarize, over the last three years we see a
dramatic evolution in IPv6 application use, wherein content pack-
ets now far outnumber infrastructure service packets (DNS, ICMP),
and the profile now resembles IPv4.

U3: Transition Technologies
IPv4 and IPv6 coexistence is greatly complicated by the lack of
backward compatibility. In what is now acknowledged as one of
the most significant IPv6 design limitations, native IPv6 network
devices cannot communicate with their IPv4 counterparts without
an explicit network translation layer [27]. As a result, the success
of any large-scale IPv6 transition depends on the complex interplay
between the cost and scalability of translation technologies and the
commercial incentives (or disincentives) motivating the transition
to native IPv6 infrastructure. A common transition technology is
tunneling. Tunneling technologies interconnect “islands” of IPv6
using encapsulation across IPv4 infrastructure, or vice versa. In ad-
dition to tunnels, Teredo [19] provides IPv6 connectivity to hosts
behind IPv4-NATs using UDP-encapsulation. Our next metric aims
to understand the prevalence of the most common transition tech-
nologies being used in the wild where end-to-end IPv6 addressing
is not fully in place. As IPv6 matures, we expect a smaller fraction
of its traffic to use these technologies and more of it to be native.

Both the Google client and Arbor Networks datasets described
earlier include information on the prevalence of various transition
technologies. The Google perspective provides a view on the capa-
bilities of end hosts, while the Arbor view is an assessment of ac-
tual Internet traffic. Figure 10 shows the prevalence of non-native
IPv6—which is defined as Teredo and IP protocol 41 traffic (used
by 6to4 and 6in4). The two Internet traffic data points A and B ,
refer to the Arbor Internet traffic datasets, A and B , described ear-
lier. The Google data shows that, while in 2008 only 30% of IPv6-
enabled client end-hosts could use native IPv6, that number has
increased to above 99% over the last four and a half years.

In 2010 we find the Internet traffic data shows nearly all IPv6
traffic using some tunneling technology. However, as of the end of

December 2013, nearly 97% of the traffic is now native. We note
that, of the tunneled IPv6 traffic in late 2013, IP protocol 41 dom-
inates, contributing over 90% of the tunneled volume compared to
less than 10% for Teredo. The Arbor numbers between mid-2011
and February 2012 correspond roughly to earlier measurements
from that time, (e.g. [34] and [41]), while the Google numbers show
much less transition technology used than those studies; this may
be explained by the direct peerings phenomenon, described above.
Overall, the data shows that native traffic is now the vast majority
of IPv6 traffic, a dramatic change from just three years ago. The
Internet’s IPv6 traffic is now real IPv6.

9. PERFORMANCE
A crucial metric of IPv6 adoption is performance—which can

mean different things depending on the measurement perspective
we take (e.g., the speed of a site to load for a user, or, for an ISP,
the bandwidth across peering links). Several works predating IPv4
address exhaustion offer initial results in the area of IPv6 perfor-
mance (e.g., [5,7,39,44]). Further, there are some performance re-
sults since the exhaustion milestones [10, 29]; both of these latter
studies report that performance over IPv6 paths that align with IPv4
at the AS-level is similar for the two protocols but differs when
paths diverge. More recent work exploring a methodology for pas-
sive measurement of IPv6 and IPv4 performance was contributed
by Plonka and Barford [31], who found great variability in relative
performance of the protocols in a campus traffic sample. The data
we present here aims for a global and longitudinal, if less granular,
examination of relative IPv6 network performance.

P1: Network RTT
We suspect that hardware, software, and configuration differences
could result in different quality of data transmission in IPv6 ver-
sus IPv4; indeed, previous measurements and ones we report here
have shown differences. Although actual client-to-service network
performance for large global sets of clients and services would be
a more ideal metric, we use the approximation of average 10- and
20-hop round trip time (RTT), tested from dozens of global per-
spectives, as a proxy. This hides the details of path differences
and heterogeneity of end points, allowing a simple apples-to-apples
comparison of raw network performance over the same number of
IPv4 versus IPv6 nodes. We don’t claim that this is the only or the
best IPv6 network performance metric, but it serves as a reasonable
approximation of long-term performance evolution.

Our analysis is conducted on the traceroute-based performance
data collected by CAIDA Archipelago Measurement Infrastructure
(Ark) [4] to measure RTT in IPv4 and IPv6. Globally-distributed
Ark monitors probe all IPv4 /24s and all announced IPv6 prefixes
continuously. We analyze data from December 2008 to December
2013. While this dataset is also the basis of earlier work ( [10]), we
re-analyze an updated longitudinal version to observe performance
in the context of the other metrics we report.

Figure 11 shows the median RTT with hop distances 10 and 20
for each month. We find that in 2009 RTTs were roughly 1.5 times
longer for IPv6 than for IPv4. While the IPv4 RTTs have increased
slightly over this time period, IPv6 RTTs have decreased slightly.
In 2013, the RTT for hop distance of 10 is almost identical for
IPv4 and IPv6. IPv6 had better RTTs than IPv4 at 20 hops in 2012
through mid-2013. To compare relative performance, we show the
IPv6 to IPv4 ratio for the 10-hop RTT, as it has been less favorable
for IPv6. Since, the better the performance the smaller the RTT, we
show the ratio of the reciprocal of RTT for each protocol. As noted
in [10], the sample of IPv6 data is small and the results might be
dominated by a few paths. Also, evolving tunnel use likely impacts
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Figure 11: Median Round Trip Time (ms) with hop distance 10
and 20 for IPv4 and IPv6. IPv6 showed poorer performance
before 2010, but the last several years have seen performance
converging to within about .90–.95 of IPv4.

RTT and hop count. Thus, we cannot conclude that IPv6 has better
RTT performance than IPv4, overall. However, the long-term trend
shows clear improvement for IPv6, and it has approached parity
with IPv4 (≈95%), for the first time, in the last several years.

10. IPV6 PRESENT AND FUTURE
We examined a set of twelve metrics for assessing the adoption

of IPv6 based on a comprehensive set of ten longitudinal datasets—
some original, some publicly available, most large and global. In
some cases, we updated and replicated similar measures reported in
years past (e.g. RIR allocation data, performance data); in others,
we presented new large data samples (e.g. the Internet traffic data,
the Verisign IPv6 .com and .net DNS packet data). Here, we first
highlight what the current state of adoption looks like, when exam-
ined through the broad set of perspectives we consulted. After that,
we provide rough estimates of where we expect adoption to be in
five years, based on recent trends.

10.1 IPv6 Present
The Value of a Broad Approach: In Figure 13 we show five-year
ratios of IPv6 relative to IPv4 for seven of our metrics. Most promi-
nent is the result that different metrics give entirely different insight
into the adoption of IPv6, and suggest orders of magnitude differ-
ent progress. For instance, while roughly 36% of new monthly (and
12% of cumulative) allocated prefixes are IPv6, we find just 0.63%
of average traffic is carried over IPv6—a two-order-of-magnitude
difference. These differences across metrics serve to highlight that
multiple viewpoints must be considered to fully understand the pro-
gression and true state of adoption. In addition to the differences
seen when examining different types of data—i.e., different prereq-
uisites or operational characteristics—differences within the same
type, but from distinct perspectives, are also important to consider.
For example, recall that the difference in non-native IPv6 traffic as
seen by Arbor Networks versus that seen by Google in metric U3
has been noticeable. What is more, the order of adoption, as re-
flected by the relative rank of metrics, generally follows the pre-
requisites for IPv6 deployment (e.g., allocation precedes routing,
which precedes clients, which precedes actual traffic).
IPv6 is Now Real: Compared to prior work and earlier data, we
see in our recent data a dramatic qualitative and quantitative evo-
lution in the state of IPv6 adoption, indicating a major shift in how
the protocol is being used in the last three years. Table 6 summa-
rizes the usage profile of IPv6, and how it has evolved over this
time. Traffic data shows that IPv6, while just 0.63% of measured
Internet packets, is growing at a rate of over 400% in each of the

last two years; application mix data shows content packets now
dominating traffic; transition technology data shows that virtually
all IPv6 traffic and Google clients are now native; and, performance
data shows IPv6 now nearly on par with IPv4. IPv6 is finally being
used natively, for production, and at a rapidly-increasing rate.

Table 6: Measures of actual operational characteristics of IPv6,
recently and three years ago. These suggest that IPv6 is now
mature. We contend that IPv6, as a real, production protocol,
has finally come of age.

Metric: Operational Aspect Measured IPv6 Status at End of:
2010 2013

U1: IPv6 Percent of Internet Traffic 0.03% 0.64%
U1: 1-yr. Growth vs. IPv4 (*Mar-2010 – Mar-2011) −12%* +433%
U2: Content’s Portion of Traffic (HTTP+HTTPS) 6% 95%
U3: Native IPv6 Packets vs. All IPv6 9% 97%
U3: Native IPv6 Google Clients 78% 99%
P1: Performance: 10-hop RTT−1 vs. IPv4 75% 95%

Inter and Intra-Regional Differences: Our cross-metric analysis
allows us to see stark regional differences in adoption. For ex-
ample, when breaking down the cumulative allocation data by RIR
(A1), we find RIPE responsible for 46% of allocations, while ARIN
is responsible for 21%, and APNIC 18%. These three RIRs repre-
sent the most-connected portions of the Internet, and, therefore, it is
not surprising that they allocate most of the new prefixes. We also
observe that LACNIC and AFRINIC are responsible for 12% and
2% of the allocations, respectively. However, although the well-
connected regions dominate the absolute number of prefixes, the
ratio of IPv6 to IPv4 prefix allocation per region tells a slightly dif-
ferent story. Here, we find that LACNIC has, by far, the largest ratio
at 0.280, followed by RIPE at 0.162, AFRINIC at 0.157, APNIC
with 0.143, and we see only half as much IPv6 prefix allocation,
0.072, for ARIN. Part of the likely reason is that the ARIN region
was an early adopter of IPv4, accumulating many prefixes before
resources became constrained.
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Figure 12: IPv6 to IPv4 ratio for three metrics, broken down by
region. We see that, not only do different regions have different
levels of IPv6 adoption, but that the level of adoption varies by
layer; i.e., the relative rank of regions differs across metrics.

In Figure 12, we show an analysis of the IPv6 to IPv4 ratio for al-
location (A1) as well as two additional metrics whose data allowed
region differentiation (T1 [announced AS paths] and U1 [average
traffic, B]). Adoption level varies considerably across metrics for
the regions (note the log scale), with the highest measured region
for each metric at least three times higher than the lowest. We
do not show its numbers, but the A2 metric ranks closely match
T1, as they both track routing. While we might expect different



 0.0001

 0.001

 0.01

 0.1

 1

2009 2010 2011 2012 2013 2014
 0.0001

 0.001

 0.01

 0.1

 1

IP
v
6
 /
 I
P

v
4
 R

a
ti
o

A1 (allocation - monthly)

A1 (allocation - cumulative)

A2 (advertisement)

R2 (Google clients)

U1 (traffic - A.peaks)

U1 (traffic - B.averages)
N1 (.com NS)

T1 (topology)

P1 (performance)

Figure 13: The ratio of IPv6 to IPv4 for seven metrics over the last five years, showing adoption level ranges by two orders of
magnitude depending on metric, and accelerated growth. For instance, the two traffic lines, A (peak, through 2013-02) and B
(average, for 2013), show IPv6 traffic has increased over 400% in each of the last two years.
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Figure 14: Trends for Allocation and Traffic (using the older A
[peak] traffic data), starting with 2011, when IPv4 exhaustion
pressure increased, and five-year projections. We caution that
trends are volatile and prediction is hard.

regions to adopt IPv6 at different rates, surprisingly, we also see
that the same ordering of regions does not persist across metrics.
For example, the Address Allocation metric shows that ARIN lags
behind. However, ARIN performs much better on the other two
metrics. First, this affirms our argument that a single metric cannot
fairly reflect IPv6 adoption status. More surprisingly, this suggests
that, not only are different regions adopting IPv6 at different rates,
but there are different incentives and obstacles (perhaps resource
constraints, policy, etc.) that vary the rate for different layers of
adoption (i.e., metrics) in any given region. We intend to explore
the cause of these varying pressures in future work.

10.2 IPv6 Future
We close by attempting to model how future IPv6 adoption may

proceed. As a baseline, for the metrics for which we have four or
more years of data, we have already seen that, over that time, nearly
every measure of adoption of IPv6 relative to IPv4 has increased by
an order of magnitude. In Figure 14 we show the IPv6 to IPv4 ratio
for A1: Address Allocation (cumulative) and U1: Traffic (A , peak),
between 2011 and 2013 or 2014. We start with 2011, as this is
when IPv4 exhaustion pressure became more acute and we began
to see larger increases in several of our metrics, including traffic.
We chose A1 and U1 as they bookend the gamut of adoption met-
rics, showing the highest and lowest level, respectively. These also
represent the first and last step in deployment. We use the older
traffic sample, which ends in 2013, instead of the newer, as the for-
mer is for a longer period (but is more conservative than the newer,
whose rate of increase in 2013 was 433%). The figure also includes
projections out to 2019 based on both polynomial and exponential
fit functions (R2 values as shown). Of course, it is possible that

upcoming IPv4 exhaustion milestones or other events will lead to
discontinuities in the adoption trends. Additionally the growth rate
may shift for a number of reasons. Thus, we caution that, while
these models represent predictions for where IPv6 adoption may
be in five years based on recent trends, the same trends have been
volatile in the past and even a small shift could result in much
different outcomes. With those caveats in mind, according to the
model’s projections, we expect that by 2019 the number of IPv6
prefixes allocated will be about .25–.50 of IPv4, while the IPv6 to
IPv4 traffic ratio will be somewhere between .03 and 5.0. In other
words, IPv6 appears headed to be a significant fraction of traffic.

11. LIMITATIONS AND FUTURE WORK
In addition to the stated limitations of our datasets, we admit that

our framework and proposed metrics are missing some notable per-
spectives. Social, behavioral, and economic factors are worthy of
study, and there are also other technical aspects we did not look
at. For instance, vendor support, including in software (e.g., oper-
ating system) and hardware (e.g., routers) is useful to understand.
Characterizing the prevalence and motivations of actors that forego
adopting IPv6 in favor of alternatives, such as carrier-grade NAT
(CGN), is also a valuable tangential perspective on IPv6 deploy-
ment. Further, examining the factors that lead to differing incen-
tives and obstacles to adoption across and within global regions
would be a fascinating and useful endeavor. Even without such
broadening of perspectives, the overall topic of IPv6 adoption is
too large for any of us to tackle alone; we invite the community
to continue contributing measurements and hope our own data and
meta-analyses add to the community’s understanding of the Inter-
net’s largest transition.
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