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Random Events and Probability

Suppose we roll two fair dice…

Ø What are the possible outcomes?
Ø What is the probability of rolling even numbers?
Ø What is the probability of rolling odd numbers?
Ø If one die rolls 1, then what is the probability

  of the second die also rolling 1?
Ø How to mathematically formulate outcomes 

  and their probabilities?

…this is an experiment or random process.



Random Events and Probability

Definition An outcome is a possible result of an 
experiment or trial, and the collection of all possible 
outcomes is the sample space of the experiment,

Example (1,1), (1,2), …, (6,1), (6,2), …, (6,6)

Sample Space

Outcome

Definition An event is a set of outcomes (a subset of the sample 
space),

Example Event Roll at least a single 1
{(1,1), (1,2), (1,3), …, (1,6), …, (6,1)}



Random Events and Probability

Can formulate / visualize as a space of outcomes and events
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Sample space consists 
of all possible outcomes
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outcomes and a subset 

of the sample space

Each outcome is a 
sample      .



Random Events and Probability

Some examples of events…

• Roll even numbers,

• The sum of both dice is even,

• The sum is greater than 12,
We can reason about
impossible outcomes



Random Events and Probability

Definition The complement of an event E, denoted E’, is the subset of 
all elements of Ω that are not in E.

(1,1)

(1,2)

(1,3)

(1,4)

(1,5)
(1,6)

(2,1)

(3,1)

(4,1)

(5,1)
(6,1)

(2,2)

(2,3)

(2,4)

(2,5)

(2,6)

(3,2)

(3,3)

(3,4)

(3,5)

(3,6)

(4,2)
(4,3)

(4,4)

(4,5)

(4,6)

(5,2) (5,3)

(5,4)

(5,5)

(5,6)
(6,2)

(6,3)

(6,4)

(6,5)

(6,6)

Event: E

All outcomes not in E:
E′



Random Events and Probability

Definition Two events 
E1 and E2 are called 
mutually exclusive if 
their intersection is the 
empty set:
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Random Events and Probability



Operation Value Interpretation
Any die rolls 1

Both dice roll 1

First die rolls 1 only

No die rolls 1

Random Events and Probability
Two dice example: If                   where,

: First die equals 1                      : Second die equals 1

(E1 ∪ E2)′

Then we must include (at least) the following events…
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Counting Sample Points

Multiplication Rule If an operation can be performed n1 ways, and if for 
each of these ways a second operation can be performed n2 ways, then 

the two operations can be performed together in n1n2 ways.

Example How many sample points are there in the sample space when 
a pair of dice is thrown once?

Solution First die can land face-up in n1=6 ways.  For each way, the 
second die can land face-up n2=6 ways.  So, the pair of dice can land in:

n1n2 = (6)(6) = 36      possible ways.



Counting Sample Points

We can extend this to more operations…

If the first operation can be performed in n1 ways, and the second 
operation in n2 ways, and the third operation for n3 ways, and so on for k 

operations, then the sequence can be performed in:

n1n2n3…nk     ways



Counting Sample Points



Counting Sample Points

Definition A permutation is an arrangement of all or part of a set of 
objects.

Example Consider letters a, b, and c.  How many possible permutations 
are there for the arrangement of these 3 letters?

n1n2n3 = (3)(2)(1) = 6 ways



Counting Sample Points

Example In general, n distinct objects can be arranged in:

n(n-1)(n-2)…(3)(2)(1) ways.

There is a notation for such a number.

Definition For any nonnegative integer n, n! called “n factorial,” is 
defined as:

n! = n(n-1)(n-2)…(3)(2)(1)

with special case 0!=1



Counting Sample Points

Theorem The number of permutations of n objects is n!.

Example The number of the four letters a, b, c, and d will be:
4! = (4)(3)(2)(1) = 24.

Example Consider the number of permutations by taking only 2 of these 
4 letters.  These would be:

ab, ac, ad, ba, bc, bd, ca, cb, cd, da, db, and dc
There are: n1n2 = (4)(3) = 12 possible permutations.



Counting Sample Points

In general, n distinct objects taken r at a time can be arranged in

n(n-1)(n-2)…(n-r+1) ways.

Theorem The number of permutations of n distinct objects taken r at a 
time is,



Counting Sample Points

Example How many different ways can three awards (research, 
teaching, service) be given to a class of 25 graduate students where 
each student can receive at most one award?



Counting Sample Points



Counting Sample Points

We are often interested in selecting r objects from n without regard to 
order.  We call such selections combinations.

Theorem The number of combinations of n distinct objects taken r at a 
time is,



Counting Sample Points

Example How many pairs of letters can we make from the letters a, b, c, 
and d?

ab, ac, ad, bc, bd, cd

Note that we do not consider order so “ab” and “ba” are 
the same element.



Python Example: Permutations
Example Suppose a bin contains 50 balls, each numbered 1, 2, 3, …, 
50.  Suppose we draw 5 balls at random in sequence.  How many 
unique sequences of 5 balls can occur?



Python Example: Combinations
Example Suppose a bin contains 50 balls, each numbered 1, 2, 3, …, 
50.  Suppose we draw 5 balls at random.  Ignoring ordering, how many 
unique combinations of 5 balls can occur?
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Random Events and Probability

Assume each outcome is equally likely, and sample 
space is finite, then the probability of event is:

Number of outcomes
in event set

Number of possible
outcomes  in sample space

This is the uniform probability distribution

Example Probability that we roll only even numbers,



Random Events and Probability

Example Probability that the sum of both dice is even,

Example Probability that the sum of both dice is greater than 12,

P (E>12) =
|E>12|

|Ω|
= 0

i.e. we can reason about the probability of impossible outcomes



Random Events and Probability

To measure the probability of an event…

• Function P(E) maps events to probabilities in interval [0,1]
• P(E) known as a probability distribution
• Follows the axioms of probability,

1. For any event
2.   
3. For any finite or countably infinite sequence of

pairwise mutually disjoint events



How likely is it that two people share the same birthday here?

The probability of random events is not always intuitive.



Birthday Paradox

Assumptions
• 30 people in the room (there are more)
• Birthday uniformly distributed over 365 days (this is a simplification but easy)
• Ignore leap year effects

Let E’ be event no two people share a birthday—number of ways is,

|E′| =365 P30

Total number of possible combinations of birthdays among 30 people,



Birthday Paradox

Probability of having no two matching birthdays,

P (E′) =
|E′|

|Ω|
= 365P30

36530
= 0.294

Let E be the event that at least two people share a birthday,

P (E) = 1− P (E′) = 0.706

With only 30 people there is over 70% chance of shared birthdays

With the 75 people registered
P(E) = 0.9997



Random Events and Probability

Lemma: For any two events     and     ,

P (E1 ∪ E2) = P (E1) + P (E2)− P (E1 ∩ E2)

Graphical Proof:

Subtract from both sides



Random Events and Probability

Lemma: For any two events     and     ,

Proof:

P (E1 ∪ E2) = P (E1) + P (E2)− P (E1 ∩ E2)



Random Events and Probability
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Conditional Probability

The probability of an event B occurring when it is known that some event 
A has occurred is called the conditional probability and is denoted,

Usually read as “the probability of B, given A”.



Conditional Probability

Example Two dice are rolled, and the sum is equal to 6.  What is the 
probability that the first die is 3?

Let S be the event that the sum is 6.  We have,

|S| = |{5,1},{1,5},{4,2},{2,4},{3,3}| = 5

Let E be the event that the first die is a 3, then:



Given two random events A and B the conditional distribution is:

Fundamental Rules of Probability

[ Source: Wasserman, L. 2004 ]



Probability Chain Rule

The probability chain rule is,

P (X ∩ Y ) = P (Y )P (X | Y )

Proof By definition of the conditional distribution,

P (X | Y ) = P (X∩Y )
P (Y )

Multiply both sides by P(Y),

P (X ∩ Y ) = P (Y )P (X | Y )

Marginal Conditional



Probability Chain Rule

The probability chain rule for these random variables is,

P (X1 ∩X2 ∩ . . . ∩XN ) = P (X1)P (X2 | X1) . . . P (XN | XN−1, . . . , X1)

= P (X1)
N∏

i=2

P (Xi | Xi−1, . . . , X1)

Suppose we have a collection of N random events,

The chain rule is valid for any ordering of RVs, for example:

P (X1∩. . .∩XN ) = P (X2)P (X3 | X2)P (X1 | X2, X3) . . . P (X7 | X1, . . . , X6, X8, . . . , XN )



Intuition Check

Question: Roll two dice and let their outcomes be
for die 1 and die 2, respectively.  Recall the definition of conditional 
probability,

p(X1 | X2) =
p(X1 ∩X2)

p(X2)

Which of the following are true?

a)

b)

c)



Intuition Check

Question: Let                          be outcome of die 1, as before.  Now let 
                              be the sum of both dice.  Which of the following are 
true?

a)

b)

c)



Dependence of RVs

Intuition…

Should you pay to know A?

In general you would pay something for A if it 
changed your belief about B. In other words if, 

      



Independent Events

There is a special case when,

In this case we refer to A and B as independent events.

Example Roll two fair dice.  Let E1 be the event that the first die is a 1.  
What is the probability that the second die is a 1 (denoted E2)?


