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Unsupervised 
Learning





Clustering



Task 1 : Group These Set of Document into 3 
Groups based on meaning

Doc1 : Health , Medicine, Doctor
Doc 2 : Machine Learning, Computer
Doc 3 : Environment, Planet
Doc 4 : Pollution, Climate Crisis
Doc 5 : Covid, Health , Doctor
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Task 1 : Group These Set of Document into 3 
Groups.

Doc1 : Health , Medicine, Doctor
Doc 5 : Covid, Health , Doctor

Doc 3 : Environment, 
Planet
Doc 4 : Pollution, Climate 
Crisis

Doc 2 : Machine 
Learning, Computer



Image from towardsdatascience.com

https://towardsdatascience.com/supervised-vs-unsupervised-learning-14f68e32ea8d


Image from Dataiku

https://blog.dataiku.com/unsupervised-machine-learning-use-cases-examples


Types of Clustering

From Clustering in Machine Learning - Google Developers
For a comprehensive List : A Comprehensive Survey of Clustering 
Algorithms

https://developers.google.com/machine-learning
https://link.springer.com/article/10.1007/s40745-015-0040-1


Density Based Clustering



Distribution-based Clustering



Hierarchical Clustering



Centroid-based Clustering



One such Centroid Based Clustering Algorithm Is K-Means



K Means Intuition

Icons are used from FlatIcon.com



Basic Steps
- Assign Cluster Centroids

- Until Convergence :
- Cluster Assignment Step
- Re-assigning Centroid Step



Slides from Andrew Ng | Machine Learning Coursera Lecture 13.2
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No change anymore, Convergence!

Slides from Andrew Ng | Machine Learning Coursera Lecture 13.2



Basic Steps
- Assign Cluster Centroids
- Until Convergence :

- Cluster Assignment Step
- Re-assigning Centroid Step



Fig 9.1 from Bishop - Pattern Recognition 
And Machine Learning



K Means 
Formalisation



What is a Cluster?

A group of data points whose inter-point distances are small 
compared with the distances to points outside of the cluster.



Clustering?

Consider a  set of D-dimensional vectors μk, where k = 1 , . . . 
, K , in which μk is a prototype associated with the kth cluster.



Clustering?

The goal of Clustering is then to find an assignment of 
data points to clusters, as well as a set of vectors {μk}, 

such that the sum of the squares of the distances of each 
data point to its closest vector μk, is a minimum.



First we choose some initial values for the 
μk



Step1 : Assignment of data points to 
clusters
- 1-of-K coding scheme

For each data point xn, we introduce a corresponding set of binary 
indicator variables rnk ∈ { 0, 1}, where k = 1 , . . . , K  describing which 
of the K clusters the data point xn is assigned to, so that if data point 

xn is assigned to cluster k then rnk = 1 , and rnj = 0 for j = k.



Objective function - Distortion Measure



Step 2 : Assign Cluster to Each Point.
We minimize J with respect to the rnk, keeping the μk fixed



Step 3 : Reassignment of Centroids

We minimize J with respect to the μk, keeping rnk fixed.



This simply means -

μk equal to the mean of all of the data points xn assigned to 
cluster k



This simply means -

μk equal to the mean of all of the data points xn assigned to 
cluster k

Hence the name K Means



Image from Floydhub

https://blog.floydhub.com/introduction-to-k-means-clustering-in-python-with-scikit-learn/




Convergence In K-
Means



Promise of Convergence

Plot of the cost function J given by (9.1) 
after each E step (blue points) and M step 
(red points) of the K-means algorithm for 
the example shown in Figure 9.1.



Iterating until Convergence

Animation from Kaggle

https://www.kaggle.com/ryanholbrook/clustering-with-k-means


But,

It may converge to a local rather than global minimum of J.



Image from Andrew NG Coursera Machine Learning Course



A cluster Has Just One Point?

Why ?



A cluster Has Just One Point?

Why ?

What to Do?



Choosing The 
Number Of K



How to Choose Number of K?
- Most common approach is Visualise, and then pick 

manually



Most common approach is Visualise, and then pick manually



How to Choose Number of K?

The Elbow Method

Image Source

https://www.researchgate.net/figure/The-elbow-method-of-k-means_fig3_339823520


How to Choose Number of K?

But sometimes it doesn’t work

Image Source : Andrew NG Machine Learning



KMeans ++



Is there a way to start Smarter?

From Sara Jensen’s Youtube Channel

https://www.youtube.com/watch?v=HatwtJSsj5Q
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K Medoids



- The issue with Squared Euclidean Distance

- Type of Data

- Reaction to Outliers

- How can we generalise better?



K-medoids algorithm



Assumptions made by K 
Means

Based on mlbmlbook

https://www.mbmlbook.com/ModelAnalysis_K-means_Clustering.html#fig_kMeansModel




1. All clusters are the same size.( Area not Cardinality)





2.  Clusters have the same extent in every direction.





3.  Clusters have similar numbers of points assigned to them.





Application Case: 

Image Segmentation and 
Compression 



What is Segmentation?

Segmentation is to partition an image into regions each of 

which has a reasonably homogeneous visual appearance 

or which corresponds to objects or parts of objects









How to Use?





Step by Step KMeans Explained in Detail

https://www.kaggle.com/shrutimechlearn/step-by-step-kmeans-explained-in-detail
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Step by Step KMeans Explained in Detail

https://www.kaggle.com/shrutimechlearn/step-by-step-kmeans-explained-in-detail


What Can We 
improve Further?





Each Data Point is assigned to just One Cluster ie Hard 
Assignment. 



Each Data Point is assigned to just One Cluster ie Hard 
Assignment. 

Question : Is this the most optimum way to look at the 
problem? 



Question : Is this the most optimum way to look at the 
problem? 

Soft Assignments?



References
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