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Contributions

● Present an algorithm (and in the supplemental, techniques) for training energy 
based models (EBMs) on high dimensional data

● Present empirical results on compositionality, decorruption, inpainting
● Show that EBMs are useful in a wide variety of domains like out of distribution 

detection, adversarially robust classification, trajectory prediction, online 
learning



Energy Based Models

Use a deep neural network (parameterized by θ) to learn an energy function:

This energy function defines a probability distribution function via the Boltzmann 
distribution:

Here, Z(θ) is the partition function and is intractable.



Sampling

Generating samples from this distribution is challenging. Previous methods used 
MCMC methods like random walk and Gibbs sampling, which both suffer from 
long mixing times especially for high-dimensional data like images.

We can speed this up using Langevin dynamics, which uses the gradient of the 
energy function.

This sampling procedure defines a distribution qθ: x
k ~ qθ.



Sampling

Welling and Teh use Langevin dynamics to sample from the true posterior 
distribution while performing stochastic gradient descent.

They proved that as K → ∞ and 𝞴 → 0, qθ → pθ .

They note that without the added noise, this would collapse to the nearest MAP 
solution.

drift diffusion



Stochastic Gradient Descent

Welling and Teh: Bayesian Learning via Stochastic Gradient Langevin Dynamics

http://www.youtube.com/watch?v=HvLJUsEc6dw


Stochastic Gradient Langevin Sampling

Welling and Teh: Bayesian Learning via Stochastic Gradient Langevin Dynamics

http://www.youtube.com/watch?v=qBf5EBdEw7Q


Energy Based Models: Two Views

1. Defines a probability distribution over the data

2. Defines an implicit generator



Maximum Likelihood Training

We want to push the distribution defined by our energy function E to model the data distribution:

Turner 2005 derives the gradient of this loss function:

Minimize the energy of positive 
samples from the data

Maximize the energy of negative 
(hallucinated) generated samples



Sample Replay Buffer

Sample replay buffer        holds 
previously generated samples. These 
can be used to initialize the Langevin 
dynamics procedure. With 95% 
probability, pick a sample from the 
replay buffer, else use uniform noise.

Because the sampling procedure is a 
Markov chain, this gives us a headstart 
on mixing time and reduces training 
time.



Regularization

Arbitrary energy functions can have very 
sharp changes in the gradient that make 
Langevin dynamics unstable, and thus makes 
training and generation difficult.

Constraining the Lipschitz constant of the 
energy function helps these issues, which 
they do by adding spectral normalization to all 
layers of the energy model.

They also add weak L2 regularization of 
energy magnitudes.



Algorithm



Image Generation



Image Generation



Denoising and Inpainting



Mode Coverage



Out-of-Distribution Detection



Out-of-Distribution Generalization



Adversarial Robustness



Trajectory Modeling



Online Learning



Compositional Generation

We can compose different EBMs through summation.



Compositional Generation

Sampling a joint distribution on multiple latents is equivalent to generation on a 
sum of conditional EBMs.


